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Multi-Vehicle Motion Planning (MVMP) problems feature multiple vehicles traversing in their work space while avoiding collisions with each other and with other obstacles. Real world MVMP problems require the optimization of suitable performance measures under an array of constraints including kinematics, dynamics, communication connectivity, target tracking, and collision avoidance. The general MVMP problem can thus be formulated as a mathematical program (MP). In this thesis we present a mathematical programming framework that captures the salient features of the general MVMP problem. We use state-of-the-art solution algorithms and associated numerical solvers developed by our group to solve MVMP problems using this framework.

To demonstrate the effectiveness of this framework, we investigate a variant of the general MVMP problem, viz. Multi-Vehicle Path Coordination wherein we generate time optimal velocity profiles for multiple robotic vehicles confined to move along predetermined and fixed paths. Each robot must follow a fixed and known path, arrive at its goal as quickly as possible (or at least not increase the time for the last robot to arrive at its goal) and stay in communication with other robots in the arena throughout its journey. We enforce a variety of communication connectivity constraints that incorporate deterministic and stochastic physical layer communication models to ensure that the robots can communicate with each other while in transit. We develop Partition Elimination constraints that assist in ensuring that the communication network is fully connected while the robots are in transit. The resulting mathematical
programming models are solved using state-of-the-art highly efficient mixed integer nonlinear optimization tools developed by our group. Several conditions that affect the feasibility of the problem are identified and formalized.

Both centralized and decentralized formulations are studied to demonstrate (i) the effect of communication connectivity requirements on robot velocity profiles; (ii) the dependence of the scenario completion time on communication connectivity requirements; (iii) the dependence of computation time on the number of robots; (iv) the tradeoff between the arrival time and the communication connectivity requirements.

As MP solution algorithms and associated numerical solvers continue to develop, we anticipate that MP solution techniques will be applied to an increasing number of MVMP problems and this thesis may serve as a guide for future MVMP research.
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1. Introduction

1.1 Problem Statement

1.1.1 Multi-Vehicle Motion Planning

Multi-Vehicle Motion Planning (MVMP) draws on ideas from Mechanics, Computational Geometry, Algorithmic Decision Theory, Control Theory, and Mathematics. In its most general form, motion planning of a mobile robot is defined as follows: *Given an initial position and orientation and a goal position and orientation of a robot in its workspace, generate a trajectory specifying a continuous sequence of positions, orientations, and speeds while avoiding contact with any obstacles. The trajectory starts at the initial position and orientation and terminates at the goal position and orientation. Report a failure if no such trajectory exists* [1]. Figure 1.1 is an example of a general motion planning scenario with multiple robotic vehicles with given initial positions and goal locations. The environment also consists of static obstacles. Figure 1.2 illustrates a set of possible solution trajectories for the robots.

This problem, also called the *kinodynamic motion planning* problem [2], takes into account the kinematics, dynamics, and collision avoidance requirements of the robot and becomes much more difficult to formulate and solve once extended to coordinated motion of multiple mobile robots amidst multiple stationary and moving obstacles [3–5]. The fact that these robotic vehicles share a common workspace raises several challenges. The coordination techniques must take into account the kinematics (non-holonomic for the most part) and dynamics of the robotic vehicles. In addition, they must maintain reliable communication connectivity between robots while ensuring that they do not collide with each other as well as other stationary and moving obstacles. In case of a communication failure and/or collisions, the robots
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Figure 1.1: Trajectory planning problem: robots in their workspace, black blocks indicate obstacles

Figure 1.2: Solution trajectories that satisfy kinematics, dynamics, and collision avoidance
must be able to quickly re-plan their motion such that communication is restored and safe motion is made possible. Coordinated kinodynamic motion planning of multiple robots is a relatively new field. The first textbook on this topic [1] was published less than two decades ago and to date, only a handful of textbooks cover it in detail [6,7]. Coordinated motion planning of multiple robotic vehicles can be used to accomplish several complex tasks with relatively high efficiency. Example applications include automated guidance of ground, underwater, and air vehicles; air traffic control; and manufacturing cell operations.

The work documented in this thesis commenced with the goal of using modeling techniques and numerical solution tools made available through the field of Mathematical Programming (MP) to address the general problem of MVMP under communication connectivity constraints.

Specifically, we study the problem of fixed-path coordination of multiple robotic vehicles under communication connectivity constraints which is defined as follows: Given a group of path-constrained vehicle robots that have fixed and known initial and goal locations, generate time-optimal velocity profiles that satisfy kinematic, dynamic, collision avoidance and communication connectivity constraints.

Quite often in real world scenarios, robots do not have the liberty of planning arbitrary paths and must follow fixed roads. We present centralized and decentralized formulations of this problem and formulate different communication constraints.

1.2 Contributions

1. We develop several communication connectivity constraint formulations using physical layer communication models that capture the deterministic and stochastic nature of inter-robot wireless communication.

2. We develop and solve centralized and decentralized formulations for Multi-
Vehicle Path Coordination under communication constraints.

(a) The centralized formulations are Mixed Integer Nonlinear Programming (MINLP) problems. For the case with stochastic communication connectivity constraints, we develop a robust MINLP formulation. This robust MINLP model allows for motion planning of multiple vehicles while enforcing an upper bound on the probability of unsuccessful inter-robot communication communication. We also develop equivalent Nonlinear Programming (NLP) formulations.

(b) For the decentralized framework we develop a Receding Horizon Mixed Integer Nonlinear Programming (RH-MINLP) formulation that is embedded in a sequential decentralized decision making algorithm.

3. For the centralized case, we develop an efficient Network Partition Elimination algorithm to ensure that there are no communication network partitions while the robots are in transit. We characterize the computational improvements realized due to the use of this algorithm.

4. We define and formalize several conditions that can cause infeasibility in the problems studied, and prove that in absence of the communication connectivity constraints the problem of Multi-Vehicle Path Coordination is always feasible.

5. We characterize the practical performance of the numerical solvers MI-LANO [8] and LOQO [9] in solving MVMP problems by enlisting solution computation times.

1.3 Organization

The remainder of the thesis is organized as follows:
• In Chapter 2, we introduce the relevant features, properties, variations, and elements of MVMP problems. Properties and types of mathematical programs along with different solution algorithms and modeling environments used in this thesis are discussed.

• In Chapter 3, we present a general MP based framework that captures the salient features of almost all MVMP problems. We examine in detail representative works that demonstrate the application of this framework to the formulation and solution of MVMP problems and summarize several other related works. Finally, we list several design considerations for MVMP using MP.

• In Chapter 4 and Appendix A, we present centralized formulations for Multi-Vehicle Path Coordination under communication constraints. We test scenarios involving up to fifty (50) robots under both deterministic and stochastic communication constraints. Furthermore, we develop Partition Elimination constraints that assist in ensuring that the communication network is fully connected (no network partitions) while the robots are in transit and there exists a communication path from every robot to every other robot (possibly using intermediary robots as relay stations).

• In Chapter 5, we develop a decentralized framework for Multi-Vehicle Path Coordination under communication constraints. The framework uses a discrete time Receding Horizon Mixed Integer Nonlinear Programming (RH-MINLP) formulation that is embedded in a sequential decentralized decision making algorithm. We test scenarios involving up to ten (10) robots under both deterministic and stochastic communication constraints.

• Extensive numerical results for different scenarios are presented in Chapter 6 for both the centralized and decentralized formulations. Information about
the number of decision variables and constraints as a function of the number of robots is provided to indicate the difference in the centralized and decentralized problems. Solution computation times for the scenarios tested are presented.

- Finally, in Chapter 7, we summarize our work and present future directions of this research.
2. Relevant Background

Both MVMP and MP are active fields of research. In this chapter, we introduce concepts that are relevant to the development in the following chapters.

2.1 Common features of MVMP problems

While several variations and simplifications of the general motion planning problem have been investigated in the literature, certain features of this problem remain common across all motion planning problems variants.

1. Holonomic and Non-holonomic motion planning

Holonomic system: When all degrees of freedom of a robot can be changed independently (like in a fully actuated robotic arm) the system is called a holonomic system. The problem of motion planning of holonomic robots is called holonomic motion planning problem. A collision-free path is found by building a sequence of collision-free configurations of robots. In a holonomic system, all collision-free configurations of the robot are feasible to achieve [10].

Non-holonomic system: When the degrees of freedom of a robot system are not independently actuated, the system is called non-holonomic and the corresponding motion planning problem is called non-holonomic motion planning. These constraints usually arise due to the kinematics of the robot system and are characterized by the fact that the system has fewer control variables than configuration variables. For instance, consider a car-like robot shown in Figure 2.4. This robot has two controls (linear and steering velocities) while it moves in a 4-dimensional configuration space. $x$, $y$, $\theta$, and $\phi$ are the configuration variables of the robot that completely specify the robot location with respect
Figure 2.1: Four wheeled rear wheel drive car-like vehicle - $x$, $y$, $\theta$, and $\phi$ are the configuration variables

to the global (X, Y) coordinate system. Due to this limitation, the car cannot rotate around its axis without changing its position. Unlike a holonomic system, for a non-holonomic system, an arbitrary sequence of configurations may not be feasible to achieve. This is a fundamental issue for most type of mobile robotic systems [10, 11]. As shown in Figure 2.2, because of the non-holonomic constraint that disallows the car-like vehicle to slide sideways, the vehicle has to perform a parallel parking maneuver.

2. Cooperative and Non-cooperative motion planning

As the name suggests, cooperative motion planning refers to a scenario wherein the robots cooperate with each other by sharing information about their motion plans and intentions, where as in non-cooperative schemes, robots do not share any information and may even compete with each other. Cooperative planning algorithms have been developed for systems involving Unmanned Aerial Vehicles (UAVs) [12, 13], Autonomous Underwater Vehicles (AUVs) [14], and ground robots [15]. Non-cooperative approaches include use of concepts from game
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Figure 2.2: A parallel parking maneuver is necessitated because the non-holonomic constraints of the car-like vehicle disallow it from sliding sideways.

theory for multiple robot motion planning [16].

3. Centralized and Decentralized motion planning

In a centralized motion planning scenario, all motion plans are made by a central coordinator and decision maker [17–19]. Decentralized planning involves each robot making its own motion plan decisions [13,20]. Centralized planning solves the motion planning problem for all robots together. While centralized planners allow for possible global optimization and completeness, the dimension of the feasible region grows rapidly with the number of robots. This growth can lead to increased computational burden, making centralized planning more suitable for offline computations. In a decentralized framework, each robot only solves its own problem and so the dimension of the feasible region grows linearly in the number of robots. This property makes decentralized formulations more suitable for online real-time planning. However, decentralized planning often does not offer guarantees of global optimality. In [21], the authors present a motion planning framework that attempts to exploits the benefits of both
centralized and decentralized planning simultaneously.

2.2 Variations of the general multiple robot motion planning problem

By adding constraints to the general problem, several simplified versions are obtained.

1. **Path Planning** deals with the problem of finding a collision-free geometric path that is represented using different primitives such as straight lines, circular arcs, and splines. Approaches such as visibility graphs [22], exact cell decomposition [23, 24] and approximate cell decomposition [25–29], Voronoi diagrams [30, 31], potential fields [32–34], navigation functions [35], and randomized path planning [36–39] have been used to address this problem.

2. **Trajectory Planning** deals with the problem of finding a spatio-temporal solution, i.e. a collision-free geometric path and position along the path at specific time instances (and hence velocities along the path). Several approaches including those used for path planning have been developed/extended to address trajectory planning issues. These include potential fields [40–42], genetic algorithms [43], randomized planners [44, 45], mathematical programming based planners [13, 46–48], iterative bargaining schemes [49], game-theoretic frameworks [50], dynamic sensing and communication networks [21], and search algorithms [51] among others.

3. **Path Coordination** deals with multiple robots with fixed paths coordinating with each other so as to avoid collisions and reach their respective destination points. While several approaches have been used to address the problem of path coordination of multiple robots, this is a relatively untouched area. Approaches reported upon in the literature include use of coordination diagrams [52], con-
strained configuration space roadmap [53], and grouping robots with shared collision zones into subgroups [54]. In [19], mixed integer linear programming (MILP) formulations were used to generate continuous velocity profiles for a group of robots that satisfy kinodynamics constraints, avoid collisions and minimize the task completion time. In [17, 18, 20], we extended this body of work by adding communication constraints to the problem and using state of the art interior-point methods to solve the resulting nonlinear programming problem.

4. Other variants such as **Target Tracking** [55, 56] and **Formation Control** [57–60] are realized by placing additional constraints on one or more of the above mentioned variants.

### 2.3 Relevant elements of MVMP problems

To model a MVMP problem effectively, the constraints on motion arising due to the robot body construction (kinematics) and the forces and torques generated by the wheels (dynamics) must be considered. Equally important is the choice of path primitives - the functions used to describe the paths that the vehicles traverse, and the inter-robot wireless communication models.

#### 2.3.1 Robot Kinematics

Mobile robot kinematics are typically non-holonomic in nature. They are expressed in terms of generalized coordinates and generalized velocities. Generalized coordinates are used to uniquely describe any possible configuration of a system relative to a reference configuration [61]. Non-holonomic constraints are Pfaffian constraints that feature differential equations in terms of generalized velocities that are not integrable; these constraints cannot be written as algebraic constraints in terms of the generalized coordinates [10] and are usually written as
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\[ C(q) \dot{q} = 0, \quad (2.1) \]

where \( q \) is the vector of generalized coordinates, and \( C(q) \) is the Pfaffian constraint matrix. The feasible velocities \( \dot{q} \) belong to the null space of \( C(q) \).

For a two-wheeled differential drive mobile robot as shown in Figure 2.3, the kinematic model is represented by \( (2.2) - (2.4) \). The associated non-holonomic constraint that prevents the robot from sliding sideways is expressed as \( (2.5) \).

\[
\begin{align*}
\dot{x} &= scos(\theta) \\
\dot{y} &= ssin(\theta) \\
\dot{\theta} &= \omega \\
\dot{x}sin(\theta) - \dot{y}cos(\theta) &= 0
\end{align*}
\]
Here $s$ and $\omega$ are the linear and angular speeds of the robot respectively. $x$, $y$, and $\theta$ are the generalized coordinates of the robot with respect to the global $(X, Y)$ coordinate system.

For a rear-wheel drive car-like robot shown in Figure 2.4, the kinematic model is given by (2.6) - (2.9),

\[
\begin{align*}
\dot{x} &= s \cos(\theta) \quad (2.6) \\
\dot{y} &= s \sin(\theta) \quad (2.7) \\
\dot{\theta} &= s \frac{\tan \phi}{l} \quad (2.8) \\
\dot{\phi} &= \Xi \quad (2.9)
\end{align*}
\]

where $s$ and $\Xi$ are the linear and steering speeds of the vehicle respectively. $x$, $y$, $\theta$, and $\phi$ are the generalized coordinates of the robot with respect to the global $(X, Y)$ coordinate system. The non-holonomic constraint associated with the front pair
of wheels is given by (2.10). The non-holonomic constraint associated with the rear pair of wheels is given by (2.11).

\[
\dot{x}\sin(\theta + \phi) - \dot{y}\cos(\theta + \phi) - \dot{\theta}l\cos\phi = 0 \tag{2.10}
\]

\[
\dot{x}\sin(\theta) - \dot{y}\cos(\theta) = 0 \tag{2.11}
\]

### 2.3.2 Robot Dynamics

A considerable amount of motion planning literature builds on kinematic models of mobile robots. When the speeds and accelerations of the robots are slow, and the loads experienced by the robots are relatively low, the assumptions of “perfect velocity tracking” and “no slipping” are reasonable. In such cases, explicit consideration of vehicle dynamics can be avoided. At high speeds and load values, robot dynamics cannot be avoided and need to be modeled.

Dynamic models of mobile robots are derived using Lagrange’s equation of motion by considering the mass and inertia of the driving wheels. Lagrange’s equation of motion (2.13) features Lagrangian function \( \mathcal{L} \) which is defined by (2.12) as the difference between the Kinetic Energy \( \mathcal{V} \) and Potential Energy \( \mathcal{U} \) of a system [62].

\[
\mathcal{L}(q, \dot{q}) = \mathcal{V} - \mathcal{U}(q) \tag{2.12}
\]

\[
\frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial \dot{q}_i} \right) - \frac{\partial \mathcal{L}}{\partial q_i} = \mathcal{F}_i + \Psi_i \tag{2.13}
\]

Here \( q \) is the vector of generalized coordinates \( q_i, i = 1 \ldots \xi \), and \( \mathcal{F} \) is the sum of all external input forces, disturbances, and dissipative effects acting on the body, and \( \Psi_i \) is the component of constraint force acting along the \( i^{th} \) coordinate that arise
due to the holonomic and non-holonomic constraints of the mobile robot.

The equations of motion for a system with holonomic and non-holonomic constraints can be described by

\[ M(q)\ddot{q} + F(q, \dot{q})\dot{q} + K(\dot{q}) + G(q) + \chi = B(q)d + C(q)^T\lambda. \] (2.14)

Here \( M(q) \) is a symmetric, positive definite inertia matrix, \( F(q, \dot{q}) \) is the matrix of centripetal and Coriolis acceleration terms, \( K(\dot{q}) \) is the surface friction, \( G(q) \) is the gravitational force, and \( \chi \) represents the unknown disturbances including unstructured unmodeled dynamics. \( d \) is the input vector and \( B(q) \) is the input transformation matrix. \( \lambda \) is the vector of Lagrange multipliers and \( C(q)^T\lambda \) represents generalized forces related to the holonomic and non-holonomic kinematic constraints (2.1) [63–67].

### 2.3.3 Path Primitives

Path primitives are parametric functions that represent paths of robots in their workspace. In \( \mathbb{R}^2 \), they are images of curves \( \mathcal{P} \) that are defined by the map

\[ \mathcal{P} : [\varpi_0, \varpi_1] \to \mathbb{R}^2, \quad \varpi \to \mathcal{P}(\varpi) = [\alpha(\varpi)\beta(\varpi)]^T, \] (2.15)

under the vectorial function \( \mathcal{P}(\varpi) \).

The arc length \( u \) along the path can be evaluated by the relationship

\[ u = \int_{\varpi_0}^{\varpi_1} \|\dot{\mathbf{p}}(z)\|dz. \] (2.16)

Here \( \| \cdot \| \) denotes the Euclidean norm.

The seminal results on the shortest paths for car-like robots by Dubins [68] and Reeds and Shepp [69] use straight lines and circular arcs as path primitives. The
optimality criterion in these works was minimal curvature along the path. While the resulting paths were optimal in this sense, they suffered from discontinuous curvature at the points where the circular arcs joined with the straight line-segments. For two-wheeled differential drive mobile robotic vehicles with non-holonomic constraints, the path primitives should have continuous first (slope) and second (curvature) derivatives along the entire path for allowing smooth motion; i.e., they should be $G^2$ paths [70]. Furthermore to avoid slipping, the curvature should be continuously differentiable ($G^3$ path) [70]. For car-like robots, the derivative of the curvature should also be bounded\(^1\) and continuous since the steering velocity is bounded. If there is a discontinuity along the path, the vehicle needs to stop to reorient its wheels.

To overcome the jerks that would occur due to these discontinuities, smoothing primitives such as clothoids, cubic spirals or polynomial curves have been used. Primitives such as Quintic polynomials, B-splines, and polar splines have a closed form expression for their coordinates, whereas primitives such as clothoids, cubic spirals, intrinsic spline are parametric curves whose curvature is a function of their arc length [71]. Table 2.1 summarizes different primitives that have been used in the literature.

<table>
<thead>
<tr>
<th>Name</th>
<th>Path Primitives</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dubin [68]</td>
<td>Straight lines and circular arcs</td>
<td>Minimum curvature paths, discontinuity in curvature</td>
</tr>
</tbody>
</table>

---

\(^1\)The curvature should be less than 1 for Reed and Shepp and Dubins cars [10]
Table 2.1 – continued from previous page

<table>
<thead>
<tr>
<th>Name</th>
<th>Path Primitives</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reeds and Shepp [69]</td>
<td>Straight lines and circular arcs</td>
<td>Minimum curvature paths with cusps allowed</td>
</tr>
<tr>
<td>Froissart and Mechler [72]</td>
<td>Cartesian polynomials</td>
<td>Polynomial functions of parameter, polynomial of at least fifth order should be used for continuous curvature. Maximum value of curvature is difficult to compute</td>
</tr>
<tr>
<td>Gallina and Gasperetto [73]</td>
<td>Parametric sum of harmonics</td>
<td>Sums of sine and cosine functions, continuous derivates of whatever order, closed form expressions available</td>
</tr>
<tr>
<td>Fleury et al. [74]</td>
<td>Clothoids and Anticlothoids</td>
<td>Proven to be time-optimal trajectories for two-wheeled mobile robots. No closed-form expression of the position along the curve is available [73]</td>
</tr>
<tr>
<td>Berglund et al. [75]</td>
<td>B-Splines</td>
<td>Smooth closed form splines, quartic B-splines can be designed to have continuous derivatives of curvatures</td>
</tr>
</tbody>
</table>

Continued on next page
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<table>
<thead>
<tr>
<th>Name</th>
<th>Path Primitives</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nelson [76, 77]; Takahashi [78]; Pinchard et al. [79]</td>
<td>Quintic Curves and Polar Splines</td>
<td>Computationally simple, closed-form expressions, provide continuous curvature and precise matching of the boundary conditions at the line-curve junctions on the paths; minimize jerk (derivative of acceleration)</td>
</tr>
<tr>
<td>Kanayama and Hartman [80]</td>
<td>Cubic Spiral</td>
<td>Robot path specified using posture (position and orientation) instead of sequence of curve segments Smoother curvature than clothoids. No closed form expressions for positions along the curve available</td>
</tr>
<tr>
<td>Delingette et al. [81]</td>
<td>Intrinsic Spline</td>
<td>Curves with polynomial curvature profile</td>
</tr>
<tr>
<td>Fraichard and Scheuer [71]</td>
<td>CC Steer method</td>
<td>Paths comprised of straight lines, circular arcs, and clothoids; have continuous bounded curvature and bounded curvature derivative</td>
</tr>
<tr>
<td>Piazzi et al. [70]</td>
<td>$\eta^2$ and $\eta^3$ splines</td>
<td>Unified framework to generate or approximate, a variety of curve primitives such as circular arcs, clothoids, spirals, etc.</td>
</tr>
</tbody>
</table>
2.3.4 Inter-robot communication

We consider robots that are equipped with a wireless transceiver. The body of literature that addresses wireless communications in networks formed of mobile vehicles is very broad and continuously evolving. We focus our attention on physical layer communication models that explicitly model the received signal power as a function of the transmitted signal power, channel conditions, Euclidean distance between the transmitter and receiver pairs, and the random attenuations caused due to environmental factors.

Consider two robots that try to communicate with each other at a given point in time. The Euclidean distance between them is denoted by $d$. The signal transmission power of the wireless transceiver placed on the transmitter robot is denoted by $P_t$. The received signal power of the wireless transceiver placed on the receiver robot is denoted by $P_r$. The power experienced by the receiver robot node is calculated using Friis’s equation [82]

$$P_r = P_t G_t G_r \left( \frac{\lambda}{4\pi d} \right)^\alpha$$

where $\alpha$ is the path loss exponent. The values of $\alpha$ range from 1.6 (indoor with line of sight) to 6 (outdoor obstructed) depending on the environment. $\lambda$ is the wavelength and is equal to $c/f$, where $c = 3 \times 10^8$ m/s. Here we will use $f = 2.4 \times 10^9$ Hz. The values of $G_t$ and $G_r$ (antenna gains) are assumed to be 1.

Using Friis’s equation, the average large-scale path loss between a transmitter receiver pair can be expressed a function of distance as

$$\bar{PL}(d) \propto \left( \frac{d}{d_0} \right)^\alpha$$
2. RELEVANT BACKGROUND

When expressed in decibels (dB), we can rewrite (2.18) as

$$\overline{PL}(d) = \overline{PL}(d_0) + 10\alpha \log \left( \frac{d}{d_0} \right)$$  \hspace{1cm} (2.19)

In (2.18) and (2.19), $d_0$ is the close-in reference distance that is in the far field of the antenna so that near-field effects do not alter the reference path loss. $d_0$ is calculated using the Friis’s equation such that $d \geq d_0 \geq d_f$, where $d_f$ is the far-field distance. $d_f$ is calculated as

$$d_f = \frac{2D_{\text{dim}}^2}{\lambda}$$  \hspace{1cm} (2.20)

where $D_{\text{dim}}$ is the largest physical linear dimension of the antenna. $d_f \gg D_{\text{dim}}$ and $d_f \gg \lambda$ for far field regions. The bars in (2.18) and (2.19) denote the ensemble average of all possible path loss values for a given value of $d$.

For a wireless node with a 3 cm long antenna that uses a 2.4 GHz frequency, $d_f$ can be calculated using (2.20) as indicated by (2.21)

$$d_f = \left( \frac{2(0.03)^2}{3.8 \times 10^8} \right) \approx 0.011 \text{ meters}$$  \hspace{1cm} (2.21)

Other than the path-loss, shadowing effects caused due to presence of obstacles in the environment cause random attenuation in wireless communication. Shadowing effects are represented by a log-normal random variable that is factored into (2.18) as indicated by

$$\overline{PL}(d) \propto \left( \frac{d}{d_0} \right)^\alpha \Upsilon,$$  \hspace{1cm} (2.22)
where $\Upsilon$ has a pdf
\begin{equation}
    f_\Upsilon(x) = \frac{10}{\ln 10} \frac{1}{\sqrt{2\pi x}} e^{\frac{-(\log_{10} x)^2}{2\sigma^2}}, x \geq 0.
\end{equation}

When expressed in decibels (dB), the path-loss can be calculated as
\begin{equation}
    PL(d)[dB] = PL(d_0) + \Upsilon_v = PL(d_0) + 10\alpha \log\left(\frac{d}{d_0}\right) + \Upsilon_v
\end{equation}

where $\Upsilon_v$ is the zero-mean Gaussian random variable with standard deviation $\sigma$.

The received power $P_r(d)$ is expressed as
\begin{equation}
    P_r(d)[dBm] = P_t[dBm] - PL(d)[dB]
\end{equation}

The Signal to Noise Ratio (SNR) experienced by the receiver robot is calculated using the relationship
\begin{equation}
    SNR = \frac{P_r}{N}
\end{equation}

where $N$ is the noise experienced by receiver robot. The noise is assumed to be thermal $N = kTBF$. $k$ is the Boltzmann’s constant given by $1.38 \times 10^{-23}$ Joules/Kelvin and $B$ is the equivalent bandwidth of the receiver. $T$ is the ambient room temperature (typically 290 Kelvin to 300 Kelvin) and $F$ is noise figure of the receiver.

The outage probability $P_0$ is defined as the probability that the SNR experienced is less than a certain threshold $\eta_{snr}$, or equivalently the received power $P_r$ is below a certain threshold $\eta_c$.

\begin{equation}
    P_0 = P(SNR < \eta_{snr}) = P(P_r < \eta_c)
\end{equation}

Interested readers are referred to [83] and its references for further information about physical layer communication models.
2.4 Mathematical Programming (MP)

In its most general form, a mathematical program (2.28) minimizes (or maximizes) an objective function \( \Phi(\zeta, \sigma) \) subject to a set of constraints \( \Omega(\zeta, \sigma) \leq 0 \), where \( \zeta \in \mathbb{R}^{n_1} \) and \( \sigma \in \mathbb{Z}^{n_2} \) are continuous and discrete decision variables, respectively, and \( \Omega : \mathbb{R}^{n_1} \times \mathbb{Z}^{n_2} \to \mathbb{R}^m \)

\[
\begin{align*}
\text{minimize} & \quad \Phi(\zeta, \sigma) \\
\text{subject to} & \quad \Omega_q(\zeta, \sigma) \leq 0, \quad q = 1 \ldots m \\
& \quad \zeta \in \mathbb{R}^{n_1}, \sigma \in \mathbb{Z}^{n_2}
\end{align*}
\] (2.28)

Mathematical programming frameworks offer the flexibility to accommodate multiple complex constraints simultaneously. Once the constraints have been formulated, an appropriate performance measure can be constructed to be used as the objective function.

2.4.1 Relevant MP classes and constraint types

The constraints and objective function in (2.28) can be linear or nonlinear functions of the decision variables. If they are non-linear functions, they can be convex or non-convex functions. Additionally, the decision variables can be discrete and/or continuous. Accordingly, different types of MP classes can be constructed. When the constraints as well as \( \Phi \) are linear functions of \( \zeta \), (2.28) results in a Mixed Integer Linear Programming (MILP) problem. When \( n_2 = 0 \) and at least one constraint or \( \Phi \) is a non-linear function of \( \zeta \), (2.28) results in a Nonlinear Programming (NLP) problem. MINLPs are nonlinear programming problems that feature both continuous and discrete variables. The models that we have developed can be broadly classified
as Mixed Integer Nonlinear programs (MINLP) with locations, speeds, and accelerations of the robots being continuous variables. We use binary variables to specify the state of communication connectivity between robot pairs. The binary variables are one of the sources of non-convexity in our model. In order to capture the either-or (disjunctive) nature of constraints involving the binary variables, we make use of Big-M constraints [84]. An example of a Big-M constraint is discussed.

**Big-M constraints**

Suppose we have a discrete variable $\nu_d$, $\nu_d \in \{0, 1\}$, and a non-negative continuous variable $\nu_c$, $\nu_c \geq 0$, such that, if $\nu_d = 0$, then $\nu_c = 0$. This disjunctive constraint can be recast as a Big-M constraint by introducing a large valued number $\nu_M$ as follows:

$$\nu_c - \nu_M \nu_d \leq 0 \quad (2.29)$$

where $\nu_M$ is a large number.

It is clear that when $\nu_d = 0$, (2.29) gives $\nu_c \leq 0$, which along with the constraint that $\nu_c \geq 0$ results in $\nu_c = 0$. When $\nu_d = 0$, (2.29) gives $\nu_c \leq \nu_M$ which will be trivially satisfied for a sufficiently large $\nu_M$ value.

It is a well known fact that the main challenge in using Big-M formulations is the proper choice of $M$ value. Selecting sufficiently large value for $M$ is necessary for the constraints to be trivially satisfied. However, larger values can lead to numerical instability in the solution process [85].

**2.4.2 Solution Algorithms**

The difficulty of solving (2.28) depends on the convexity of the feasible region and objective function, the integrality of the variables, and the size of the problem. Many practical solution algorithms, numerical solvers, and modeling environments have
been developed to handle different types of mathematical programs efficiently [86,87]. Commercial and/or open-source solvers such as CPLEX [88], SeDuMi [89], MOSEK [90], LOQO [9], IPOPT [91], MINLP [92], SNOPT [93], MATLAB’s fmincon and quadprog, and others have been written to solve several MP classes.

When \( n_2 = 0 \), \( \Phi \) is a convex function of the decision variable \( \zeta \), and \( \{ \zeta : \Omega(\zeta) \leq 0 \} \) is a nonempty, closed, and bounded convex set, the resulting MP can be solved in polynomial time with guaranteed globally optimal solutions under mild regularity conditions on the problem [86]. Finding globally optimal solutions for non-convex problems can be challenging. Non-convexities are introduced in the problem (2.28) due to one or more of the following reasons:

1. When \( n_2 > 0 \) i.e. there are integer variables in the problem.

2. The objective function is a non-convex function of the decision variables.

3. The feasible region formed by the constraints is a non-convex set.

Several large-scale NLP solution techniques can handle non-convexities but do not provide guarantees of finding globally optimal solution. These include solvers like LOQO that uses interior-point methods [9], KNITRO that uses trust-region algorithms [94], and SNOPT that uses a quasi-Newton algorithm [93] among others. These solvers also incorporate mechanisms to detect infeasibilities and unboundedness in the problem. A variety of techniques such as branch-and-bound [95,96], evolutionary algorithms [97], and Adaptive Simulated Annealing (ASA) [98] among others exist for expanding the search for globally optimal solutions.

MINLP solution algorithms have seen considerable progress in the past decade. Typically, the solution approaches use integer programming techniques such as branch-and-bound, generalized Bender’s decomposition [99], and outer approximation [100] to handle the integer variables, and active set methods [101] or interior-point methods
to handle the continuous relaxations.

2.4.3 Modeling Environments

Modeling environments such as AMPL [102], GAMS [103], MATLAB and YALMIP [104] allow for quick development of models for testing/simulation purposes. In this thesis, we used AMPL and MATLAB. In particular, MATLAB is used extensively since it allows for object oriented programming and functions that are used to generate path information, implement decentralized decision making algorithms, visualize data points, and post process solutions.
3. Multi-Vehicle Motion Planning using Mathematical Programming

In this chapter, we propose a MP based framework that captures the salient features of almost all MVMP problems. We review several publications that use MP concepts and solution tools to model and solve MVMP variants. The body of work that uses MP techniques to address variants of the general MVMP problem continues to grow [12–14, 17–20, 46–49, 56, 105–117]. Table 3.1 provides a short introduction to fifteen (15) pertinent publications. We compare them in terms of the types of constraints they deal with (kinematics, dynamics, collision avoidance, communication, and others). We also note the resulting formulation and the solvers used. Of these fifteen studies, we have selected three (3) for a deeper look. These are studies by Schouwenaars et al. [13], Peng and Akella [19], and Derenick et al. [56]. Collectively, these three works along with the formulations described in Chapters 4 and 5 cover almost all of the features of MVMP problems, viz. kinematics, dynamics, collision avoidance, communication, and visibility/tracking.

3.1 Representative Works

The problems studied in [13], [19], and [56], (as most MVMP problems) can be expressed in the following mathematical program formulation:
Table 3.1: Representative works on MVMP using Mathematical Programming, indication of inclusion of Kinematics $\mathcal{K}$, Dynamics $\mathcal{D}$, Collision Avoidance $\mathcal{C}$, Communication $\Theta$, and other constraints $\mathcal{O}$.

<table>
<thead>
<tr>
<th>Name</th>
<th>MVMP variant</th>
<th>$\mathcal{K}$</th>
<th>$\mathcal{D}$</th>
<th>$\mathcal{C}$</th>
<th>$\Theta$</th>
<th>$\mathcal{O}$</th>
<th>Formulation and Solver</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schouwenaars et al.</td>
<td>Discrete time Decentralized Trajectory planning of multiple UAVs with safety guarantee</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>Hard safety at all times</td>
<td>MILP, CPLEX</td>
</tr>
<tr>
<td>Peng and Akella</td>
<td>Discrete space, Continuous time Centralized Kinodynamic Fixed Path Coordination of multiple robots</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>MINLP, MILP approximations, CPLEX</td>
</tr>
<tr>
<td>Derenick et al.</td>
<td>Discrete time Centralized Target Tracking of ground robots with communication constraints</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Target visibility/tracking at all times</td>
<td>SDP, SOCP, SeDuMi, MOSEK, YALMIP</td>
</tr>
<tr>
<td>Abichandani et al.</td>
<td>Discrete time Centralized and Decentralized Multi-Vehicle path coordination under communication constraints</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Connected communication graph at all times</td>
<td>NLP, LOQO, AMPL, MATLAB</td>
</tr>
<tr>
<td>Inalhan et al.</td>
<td>Discrete time Trajectory planning of multiple UAVs via optimal bargaining process</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>NLP, fmincon, MATLAB</td>
</tr>
<tr>
<td>Richards and How</td>
<td>Discrete time Centralized Trajectory planning of multiple UAVs</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>MILP, CPLEX, AMPL, MATLAB</td>
</tr>
<tr>
<td>Keviczky et al.</td>
<td>Discrete time Decentralized Receding Horizon Control and Coordination of Autonomous Vehicle Formations</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>MILP, CPLEX, AMPL, MATLAB</td>
</tr>
<tr>
<td>Pallottino et al.</td>
<td>Discrete time Conflict Resolution for Multiple Aircrafts in a Shared Airspace</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>MILP, CPLEX</td>
</tr>
<tr>
<td>Borrelli et al.</td>
<td>Discrete time Centralized Trajectory Generation of Multiple UAVs</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>MILP, NLP, CPLEX, IPOPT</td>
</tr>
<tr>
<td>Singh and Fuller</td>
<td>Discrete time Centralized Trajectory Generation of a single UAV - extendable to multiple UAVs</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>QP, quadprog, MATLAB</td>
</tr>
<tr>
<td>Aoude et al.</td>
<td>Discrete time Multiple Spacecraft Reconfiguration Maneuvers</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>Pointing restrictions</td>
<td>NLP, SNOPT</td>
</tr>
</tbody>
</table>
3. MULTI-VEHICLE MOTION PLANNING USING MATHEMATICAL PROGRAMMING

minimize Objective Function $\Phi(\zeta, \sigma)$

subject to

Kinematics $K(\zeta, \sigma) \leq 0$

Dynamics $D(\zeta, \sigma) \leq 0$

Collision-avoidance $C(\zeta, \sigma) \leq 0$

Communication $\Theta(\zeta, \sigma) \leq 0$

Other Constraints $O(\zeta, \sigma) \leq 0$

Schouwenaars et al. in [13] present a cooperative decentralized algorithm for trajectory generation of multiple UAVs with hard safety guarantees. Of main interest in this work is the MILP formulation of the trajectory planning problem, and a decentralized receding horizon decision making algorithm. This algorithm takes into account the trajectories/plans of other UAVs and maintains a guaranteed safe plan by ensuring that the trajectories of all UAVs terminate in non-intersecting circular paths (called loiter circles). The work presented in this paper led to one of the first practical implementations of MP-based motion planning of UAVs [107].

In [19], Peng and Akella deal with the problem of collision-free coordination of multiple robots with constraints on kinematics and dynamics along specified paths such that the traversal time of the set of robots is minimized. The solution of this problem is a time schedule for each robot along its path. Each robot’s path is divided into segments. Each segment is then checked for a possibility of collisions and is accordingly labelled as collision segment or collision-free segment. The authors use a well established result obtained from optimal control theory (minimum and maximum time control of a double integrator with inequality constraints on control (accelera-
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As we stated, in its most general form, a MVMP problem can be expressed by the MP (3.1) and [13], [19], and [56] are excellent examples of the use of (3.1). In the following, we highlight details about the decision variables, objective functions, constraint formulations, and results discussed in [13], [19], and [56].

3.2 General Mathematical Programming Structure of MVMP problems

Depending on the task to be performed and modeling approach adopted, the decision variables for (3.1) can be reference speed of each vehicle [13], segment traversal...
times and speeds at the start of each segment of a discretized path space [19], or positions of the robot vehicles in continuous Euclidean space [56].

### 3.2.2 Objective Function $\Phi(\zeta, \sigma)$

In the decentralized formulation of Schowenaars et al. [13], $\zeta = u_t$, where $u_t$ is the reference speed of each vehicle at current time step $t$, and the objective function for each vehicle $\Phi_a(\zeta)$ is a piecewise linear cost function that comprises of the weighted 1-norm of the difference of the current state $x_t$ with the desired state $x_f$ minus the scalar product of the current velocity vector $s_t$ with the vector indicating the direction from initial position $p_0$ to the final position $p_f$. The values of $x_t$ and $s_t$ depend on the decision variable $\zeta = u_t$. $q$ and $r$ are weights that can be tuned appropriately. $\Phi_a(\zeta)$ provides a minimum time formulation.

\[
\Phi_a(\zeta) = \sum_{t=1}^{T} [(q' | x_t - x_f|) - r(p_t - p_0)'s_t],
\]

In [19], the objective function to minimized is the scenario completion time, which is defined as the time taken by the last arriving robot. To maximize the tracking visibility, Derenick et al. in [56] minimize the negative of the second smallest eigenvalue of the visibility graph.

### 3.2.3 Kinematic Constraints $K(\zeta, \sigma) \leq 0$

To represent vehicle kinematics, Schouwenaars et al. in [13] use a discretized velocity control model. Peng and Akella use the following double integrator model in [19].

\[
\begin{pmatrix}
\dot{x} \\
\dot{s}
\end{pmatrix} =
\begin{pmatrix}
0 & 1 \\
0 & 0
\end{pmatrix}
\begin{pmatrix}
x \\
s
\end{pmatrix} +
\begin{pmatrix}
0 \\
1
\end{pmatrix} a
\]
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Figure 3.1: Approximation of a circle with radius $V_{max}$ by a polygon - hexagon in this case. The equation of the orange colored line is obtained by the dot product $(V_0 - V) \cdot V = 0$

where $x(t), s(t) = dx(t)/dt$, and $a(t) = ds(t)/dt$ represent the position, speed, and acceleration of the robot, respectively. Derenick et al. use a single order fully actuated model in [56].

3.2.4 Dynamic Constraints $D(\zeta, \sigma) \leq 0$

Schouwenaars et al. in [13], linearize the non-linear dynamic bounds by using $N$-sided polygonal approximations of a circle that represents dynamic bounds $V_{max}$ on speeds $V_0 = [\dot{x}; \dot{y}]^T$. This introduces $N$ linear constraints for each non-linear constraint. Any point being approximated by the side of the $N$-sided polygon shown in Figure 3.1 can be represented by

$$\dot{x}cos\theta + \dot{y}sin\theta \leq V_{max} \quad \theta = \frac{2\pi n}{N}, \quad n = 1 \ldots N \quad (3.4)$$

Non-linear bounds on speed and acceleration are used in [19] and [56] (second order...
Figure 3.2: Each robot’s path is divided into one or more collision segments and collision-free segments. Any pair of points (one each from individual collision segments A and B) between and including points $a_1$ and $a_2$ form a collision pair. The individual collision segments A and B together form a collision zone.

conic inequalities). Both [13] and [19] are good examples of using Big-M constraints to express several either-or constraints.

### 3.2.5 Collision Avoidance Constraints $C(\zeta, \sigma) \leq 0$

Collision avoidance constraints require the robots to avoid colliding with obstacles as well as other robots in the workspace at all times. In [13], Schouwenaars et al. approximate the 2-norm distances using 1-norm to reduce complexity, and place an avoidance box of size $2d_{safe}$ around each vehicle, where $d_{safe}$ is the collision avoidance distance. The collision avoidance requirements are then formulated using Big-M constraints.

Discretizing different aspects of the problem changes the nature of these constraints. In [19], by discretizing space instead of time, Peng and Akella express collision avoidance constraints by using segment traversal times (Figure. 3.2). The authors note that if two robots $i$ and $j$ could potentially collide if simultaneously traversing segments $z_i$ and $z_j$ respectively, then one of the following must hold to
avoid collisions:

\[
\varsigma^j_{z_j} \geq \varsigma^i_{z_i+1} \quad (3.5)
\]

\[
\varsigma^i_{z_i} \geq \varsigma^j_{z_j+1}, \quad (3.6)
\]

where, \( \varsigma \) represents segment entry time. The first inequality means that robot \( i \) exits segment \( z_i \) before robot \( j \) enters segment \( z_j \). The second inequality means that robot \( j \) exits segment \( z_j \) before robot \( i \) enters segment \( z_i \).

By introducing an arbitrarily large number \( M \), these disjunctive (either-or) constraints can be converted into (3.7).

\[
\begin{align*}
\varsigma^j_{z_j} - \varsigma^i_{z_i+1} + M(1 - \delta^{ij}_{z_i z_j}) &\geq 0 \\
\varsigma^i_{z_i} - \varsigma^j_{z_j+1} + M\delta^{ij}_{z_i z_j} &\geq 0
\end{align*}
\]

\( \delta^{ij}_{z_i z_j} \in \{0, 1\} \)

\( \delta^{ij}_{z_i z_j} = 1 \) if robot \( i \) goes first along segment \( z_i \)

\( = 0 \) if robot \( j \) goes first along segment \( z_j \),

In [56], Derenick et al. use conditions on Euclidean Distance Matrix (EDM) [120] to model collision avoidance constraints.

### 3.2.6 Communication Constraints \( \Theta(\varsigma, \sigma) \leq 0 \)

Communication requirements are mostly specified in terms of connectivity between the vehicles. While [13] assumes that there is a centralized communication hub that takes care of all communication needs, [56] explicitly deal with these communication requirements. In [56], Derenick et al. use constraints on the Laplacian matrix of
a communication graph to express communication connectivity requirements. Given a set of nodes \( V_n \) and a set of edges \( E_m \), let \( G(V_n, E_m) \) be a weighted graph with \( n \) vertices and \( m \) edges. The Laplacian \( L(G) \) of \( G \) is a \( n \)-dimensional square matrix whose entries are denoted by

\[
[L(G)]_{\psi\alpha} = \begin{cases} 
-w_{\psi\alpha} & \psi \neq \alpha \\
\sum_{\psi \neq k} w_{\psi k} & \psi = \alpha,
\end{cases}
\]

where, \( w_{\psi\alpha} \) is the weight associated with the edge between vertices \( \psi \) and \( \alpha \).

There are certain important properties of \( L(G) \) that make it particularly useful for several applications. Specifically, the communication connectivity constraint states that the communication connectivity graph should be connected at all times and hence the transformation \( P_N^T L P_N \) should be positive definite, where \( P \) is a \( n \times (n - 1) \) matrix [121].
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3.2.7 Other Constraints $\mathcal{O}(\zeta, \sigma) \leq 0$

In [56], Derenick et al. deal with visibility/tracking constraints that require the group of robots to be within a certain Euclidean distance of a target of interest at all times. These visibility/tracking constraints are expressed using a visibility graph approach (Figure 3.3). The link weights of this graph are functions of inter-robot and robot-target Euclidean distances. By minimizing the negative of the second smallest eigenvalue of the Laplacian of this visibility graph, the authors guarantee tracking of the target by at least one robot at all times. Of importance in this exposition is the key result from spectral graph theory that states that the second smallest eigenvalue of $L(G)$, $\lambda_2$, is a measure of the connectivity of $G$. $\lambda_2 > 0$ is a necessary and sufficient condition to guarantee the connectivity of $G$. The further away the value from 0, the more connected the graph [121].

3.3 Observations and Design Considerations

We list several observations that are made based on the discussion in the previous section as well as other works from the literature.

3.3.1 Generality

1. Concepts/results from other disciplines:

The framework is general enough to incorporate concepts and results from other disciplines. In [13], the mathematical program is embedded in a decentralized decision-making algorithm. In [19], the authors make use of results from optimal control theory to get bounds on the decision variables, while in [56], the authors use results from spectral graph theory to express visibility and communication constraints. In recent work [105], Garcia et al. recast an optimal control problem for multiple spacecraft maneuvering using a two stage planning
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process - the first stage uses an augmented Rapid-exploring Random Tree algorithm [115]. The output of the first stage acts as an initial guess to second stage NLP formulations.

2. Discretization of Space and/or Time:

This framework is general enough to allow discretization of space and/or time. The studies [13] and [56] are examples of continuous space and discrete time formulations. In [19], there is an example of discrete space, continuous time formulation. Each robot’s path is divided into segments, and all constraints are indexed over the set of segments. This allowed the authors to choose the segment traversal times as continuous decision variables and obtain upper and lower bounds on the segment traversal times by using results from optimal control theory [118].

3. Path Primitives:

This framework is general enough to allow any path primitives such as straight lines and circular arcs [19,68,69], quintic curves and polar splines [76–79], cubic spirals [80], and intrinsic splines [81] among others to be used.

4. Centralized/Decentralized Decision Making:

The framework allows for centralized decision making schemes as seen in case of [19], and [56] or decentralized decision making schemes, wherein multiple decision makers independently solve their optimization problems [13].

5. Receding Horizon/Model Predictive Control:

If computational resources are limited and/or complete information is unavailable, instead of solving a problem for all time steps for all vehicles, one can use
a receding horizon/model predictive approach to solve similar problems over multiple time steps [13, 114].

3.3.2 Advantages accorded by MP

1. **Modeling Environments and Numerical Solvers:**
   
   Modeling environments such as AMPL [102], GAMS [103], and YALMIP [104] can be used for rapid development of models for testing/simulation purposes. Schouwenaars et al. in [13] implement their entire framework using AMPL. Many of these tools heavily preprocess the problem before proceeding to solving them thereby speeding up the solution process tremendously. CPLEX [88] is one such commercial solver that has been successfully used to solve problems practical MVMP problems in real-time [106, 107]. Furthermore, in recent work, highly efficient code has been written to implement these algorithm in real time [116, 117].

2. **Handling Non-Convexity:**

   As mentioned in Chapter 2, when the MVMP problem has convex objective functions and convex feasible region, polynomial time algorithms can be used to obtain globally optimal solutions. Existing Newton’s method based algorithms for nonlinear non-convex problems only guarantee local optimality. It is difficult to express all MVMP problems in a convex form. Constraints such as collision avoidance are inherently non-convex.

   Due to the fact that certain nonlinear constraints add non-convexity to the problem, many models are constructed by linearizing/approximating the non-linearities and encoding non-convexities using integer variables. This approach enables the use of powerful integer programming solvers. This can be seen in [13], where the authors develop polygonal approximations of a circle. Recent advances in MINLP solution techniques can be leveraged to solve MVMP
variants without the need to linearize/approximate nonlinear, non-convex constraints [87]. Under certain conditions, lack of convexity due to discrete variables can be handled using branch and bound and cutting plan algorithms for MILP, and branch and bound and outer approximation algorithms for MINLP [87].
4. Centralized Multi-Vehicle Path Coordination under Communication Connectivity Constraints

The coordination of the motion of a number of robots (say $n$) in a shared workspace so that they avoid collisions is known as the multiple robot path coordination problem [1, 54]. We study this problem under communication connectivity constraints. Specifically we study the following problem:

*Given a group of path-constrained vehicle robots that have fixed and known initial and goal location, generate time-optimal velocity profiles that satisfy kinematic, dynamic, collision avoidance and communication connectivity constraints.*

The fixed paths of the robots are represented by piecewise cubic spline curves. The feasibility criteria for trajectories require that the robots’ kinematic and dynamic constraints be satisfied, along with avoiding collisions and obeying the communication constraints. The communication constraints require the robots to remain in communication range of a minimum number of co-travelers. Additional constraints that require the communication network graph be connected are developed and enforced.

As mentioned earlier in Chapter 2, multi-vehicle path coordination is a relatively untouched area. We have developed centralized and decentralized solution approaches for this problem.

The following assumptions are made in this exposition.

- Since this study deals with higher level velocity planning, we assume that for each vehicle, there exists a perfect lower level control to achieve the planned position and heading angle without any time delay.

- There is no slipping in the motion of the robots. This is a valid assumption since we enforce kinematic (non-holonomic constraints, continuous first and second
derivatives of the spline paths) and dynamic constraints (upper bounds on the velocities and accelerations) which disallow such slippage.

4.1 Practical Applications

Examples of situations that may be represented by the problem of interest include motion planning of unmanned vehicles in an urban environment, and underwater marine vehicles that rely on acoustic systems for communication [122]. One of the examples that has validated the relevance of this problem is the DARPA Urban Challenge that was held in 2007 and featured close to 11 vehicles driving along a 55 mile network of fixed roads and lanes in an urban environment. The vehicles were required to obey all California traffic laws for driving maneuvers. Maneuvers involved merging into traffic, navigating traffic circles, and safely passing through intersections [123].

4.2 Model Elements

There are three basic elements of this model that capture the details of robot architecture and motion, fixed paths, and inter-robot communication.

4.2.1 Discrete Time Formulation

We formulate this scenario as a discrete time problem with the parameter \( t \) representing steps in time. \( T_{\text{max}} \) is the time taken by the last robot to reach its end point. At \( t = T_{\text{max}} \) the mission is complete. If a robot reaches the goal point before \( T_{\text{max}} \), it continues to stay there until the mission is over. However, if required, it can still communicate with other robots.
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4.2.2 Robot Architecture

Consider a two-wheeled differential drive mobile robot as shown in Figure 2.3 in Section 2.3.1. The robot moves in a global (X, Y) Cartesian co-ordinate plane and is represented by the following kinematic model with associated non-holonomic constraint (that disallows the robot from sliding sideways).

\[
\begin{align*}
\dot{x} &= s \cos(\theta) \quad (4.1) \\
\dot{y} &= s \sin(\theta) \quad (4.2) \\
\dot{\theta} &= \omega \quad (4.3) \\
\dot{x} \sin(\theta) - \dot{y} \cos(\theta) &= 0 \quad (4.4)
\end{align*}
\]

Here \( s \) and \( \omega \) are the linear and angular speeds of the robot respectively. \( x, y \) and \( \theta \) are the coordinates of the robot with respect to the global (X, Y) coordinate system.

Consider a group of \( n \) such mobile robots. Each robot \( i = 1, \ldots, n \) is represented by a common mathematical model (4.1) – (4.3) with associated non-holonomic constraint (4.4) and has a fixed path \( p^i \) to follow, with a given start (origin) point \( o^i \) and a given end (goal) point \( e^i \). \( P \) is the set of all the fixed paths of each robot. \( p^i \in P, \forall i = 1, \ldots, n \). \( O \) is the set of all start (origin) points. \( o^i \in O, \forall i = i = 1, \ldots, n \). \( E \) is the set of all end points. \( e^i \in E, \forall i = 1, \ldots, n \). The Euclidean distance between two robots \( i \) and \( j \) is denoted by \( d^{ij} \). The robots are required to maintain a minimum safe distance \( d_{safe} \) in order to avoid collisions with each other. The distance between the current location and the goal point for robot \( i \) is given by \( d^{goal}_i \). \( s^i \) denotes the speed of the robot \( i \) along its fixed path.
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4.2.3 Robot Paths

Each robot follows a fixed path represented by a two dimensional piecewise cubic spline curve. The curve is obtained by combining two one dimensional piecewise cubic splines $px(u)$, and $py(u)$, where the parameter $u$ is arc length along the curve and $px(u)$ and $py(u)$ are given by (4.5) and (4.6).

\begin{align*}
px(u) &= \varrho_{x0} + \varrho_{x1}u + \varrho_{x2}u^2 + \varrho_{x3}u^3 \\
py(u) &= \varrho_{y0} + \varrho_{y1}u + \varrho_{y2}u^2 + \varrho_{y3}u^3
\end{align*}

where $\varrho_{x0}, \ldots, \varrho_{x3}$ and $\varrho_{y0}, \ldots, \varrho_{y3}$ are the coefficients of $px(u)$ and $py(u)$ individual splines respectively.

The curvature $\kappa$ at any point along a two dimensional spline curve is given by

\[ \kappa(u) = \frac{px'(u)py''(u) - py'(u)px''(u)}{(px'(u)^2 + py'(u)^2)^{3/2}} \] (4.7)

For each robot $i$, the angular speed can be calculated as

\[ \omega^i(u) = s^i(u)\kappa^i(u) \] (4.8)

These piecewise cubic splines have continuous first derivatives (slope) and second derivatives (curvature) along the curve. This property makes the path kinematically feasible for the two-wheeled differential drive robots. Furthermore, upper and lower bounds on the speed, acceleration and angular speed (turning rate) are enforced, thereby taking into account the robot dynamics. The paths represented by the two dimensional piecewise cubic splines along with the constraints on the speed, accelerations and turn rates result in a kinodynamically feasible trajectory. For a detailed discussion on spline curve design and analysis, readers are referred to [124] and its references. Figures 4.1 and 4.2 show how the spline curve paths are constructed.
Figure 4.1: \( px(u) \) and \( py(u) \) are individual cubic splines constructed where \( u \) is the arc length along the curve.

Figure 4.2: The spline curve is obtained by combining \( px(u) \) and \( py(u) \).
Other path primitives that result in twice continuously differentiable functions in our constraints such as quintic curves, polar splines, cubic spirals can be easily accommodated using this framework.

4.2.4 Communication Model

Each robot is equipped with a wireless transceiver. The communication constraint requires that at all times, every robot is in communication range of at least $n_{\text{conn}}$ other robots, where $n_{\text{conn}}$ varies between 0 to $n - 1$. The Signal to Noise Ratio (SNR) experienced by the receiver robot is calculated to determine whether or not the communication constraint is satisfied or not. If the SNR experienced by a receiver node placed on a robot is above a predefined threshold $\eta_c$, the two robots are considered to be in one-hop communication range of each other.

Consider two robots $i$ and $j$ that try to communicate with each other at a given point in time. The Euclidean distance between them is denoted by $d^{ij}$. The signal transmission power of the wireless transceiver placed on the transmitter robot is denoted by $P^i_t$. The received signal power of the wireless transceiver placed on the receiver robot is denoted by $P^j_r$.

As described in Chapter 2, the received power $P^j_r$ can be described using (2.25) as (4.9)

$$P^j_r(d^{ij})[dBm] = P^i_t[dBm] - PL^{ij}(d^{ij})[dB]$$

(4.9)

where $PL^{ij}(d^{ij})[dB]$ is the path-loss experienced by the transmitter and receiver robot pair $i$-$j$, and is expressed using (2.24) as (4.10)

$$PL^{ij}(d^{ij})[dB] = PL^{ij}(d_0) + \Upsilon_v = PL^{ij}(d_0) + 10\log\left(\frac{d^{ij}}{d_0}\right) + \Upsilon_v$$

(4.10)
The Signal to Noise Ratio (SNR) experienced by the receiver robot \( j \) is calculated using the relationship

\[
\text{SNR}^j = \frac{P^j_r}{N},
\]

where \( N = kTBF \) is the thermal noise experienced by receiver \( j \).

SNR levels are used to determine whether the robots are in communication range of each other. If the outage probability of communication \( P^i_j \) for transmitter and receiver robot pair \( i-j \) is below a threshold \( \eta \), the robots are considered to be in one-hop communication range of each other.

\[
P^i_j \leq \eta \\
= P(\text{SNR}^j < \eta_{\text{snr}}) \leq \eta \\
= P(P^j_r(d^{ij}) < \eta_c) \leq \eta
\]

### 4.3 Centralized Formulations

In all the centralized formulations, we seek to minimize \( T_{\text{max}} \), the time of arrival of the last arriving robot, while each robot is in one-hop communication range of at least \( n_{\text{conn}} \) other robots at all time steps, and satisfying the kinodynamic and collision avoidance constraints. The optimization is performed over the speeds of the robots along the specified paths. Since \( T_{\text{max}} \) is not known a priori, we pick a sufficiently large number of time steps \( T \) \((T_{\text{max}} \leq T)\) in our model so that it will yield a feasible solution.
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4.3.1 Primary MINLP Formulation

For a given value of \( n_{\text{conn}} \) between 0 to \( n - 1 \), the equations (4.13)-(4.26) model the optimization problem at hand. The formulation is a MINLP problem with inter-robot communication constraints and \( T_{\text{max}} \) being specified using binary variables. The rest of the variables in the formulation are continuous variables.
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\[
\text{minimize} \quad \sigma_a T_{\max} + \sigma_b \sum_{i,t} d_{\text{goal}}^i(t) \quad (4.13)
\]

\[
\forall i, j \in \{1 \ldots n\}, j \neq i, \forall t \in \{1 \ldots T\},
\]

subject to

\[
(x^i(0), y^i(0)) = o^i \quad (4.14)
\]

\[
(x^i(T), y^i(T)) = e^i \quad (4.15)
\]

\[
u^i(0) = 0 \quad (4.16)
\]

\[
u^i(t) = \nu^i(t - 1) + s^i(t) \Delta t \quad (4.17)
\]

\[
(x^i(t), y^i(t)) = p s^i(u^i(t)) \quad (4.18)
\]

\[s_{\min} \leq s^i(t) \leq s_{\max} \quad (4.19)\]

\[a_{\min} \leq a^i(t) \leq a_{\max} \quad (4.20)\]

\[d_{ij}^i(t) \geq d_{\text{safe}} \quad (4.21)\]

\[d_{\text{goal}}^i(t) = U^i - u^i(t) \quad (4.22)\]

\[A^i(t) = \begin{cases} 
0 & \text{if } d_{\text{goal}}^i(t) \neq 0 \\
1 & \text{if } d_{\text{goal}}^i(t) = 0 
\end{cases} \quad (4.23)\]

\[T_{\max} = \max_{i=1,\ldots,n} \left( \sum_{t=0}^{T} (1 - A^i(t)) \right) \quad (4.24)\]

\[\sum_{j:j \neq i} C_{ij}^i(t) \geq n_{\text{conn}} \quad (4.25)\]

\[C_{ij}^i(t) = \begin{cases} 
1 & \text{if } \mathbb{P}(\text{SNR}_{ij}^i(t) < \eta_{\text{snr}}) \leq \eta_e \\
0 & \text{if } \mathbb{P}(\text{SNR}_{ij}^i(t) < \eta_{\text{snr}}) > \eta_e 
\end{cases} \quad (4.26)\]
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A. Decision Variables

In (4.13)-(4.26), the main decision variables are the speeds, \( s^i(t) \), for vehicle \( i = 1 \ldots n \) at time \( t = 1 \ldots T \). The values of the remaining variables are dependent on the speeds, as described in the following sections on the problem constraints.

B. Objective Function

Equation (4.13) represents the objective function to be minimized. The first term of the objective function is \( T_{\text{max}} \) which represents the time taken by the last robot to reach its goal point. \( \sigma_a \) and \( \sigma_b \) are penalty parameters. By using \( \sigma_b \), the second term forces the robots to minimize the distance between their current location and the goal position and prevents the robots from stalling. Constraint (4.22) defines the distance to goal \( d^i_{\text{goal}}(t) \) for each robot \( i = 1 \ldots n \) at time-step \( t = 1 \ldots T \) as the difference between its path length \( U^i \) and the total arc length travelled \( u^i(t) \).

C. Path (Kinematic) Constraint

Constraints (4.14)-(4.18) define the path of each robot. Constraints (4.14) and (4.15) form the set of boundary requirements that each robot \( i = 1 \ldots n \) has to start at a designated start point \( o^i \) and finish at a designated end point \( e^i \) at the end of the planning horizon. Constraint (4.16) initializes the arc length travelled \( u^i(t) \) to zero value. Constraint (4.17) increments the arc length \( u^i(t) \) at each time \( t = 1 \ldots T \) step based on the speed of the robot \( i = 1 \ldots n \) (\( \Delta t = 1 \)). Constraint (4.18) ensures that the robots follow their respective paths as defined by the cubic splines. The function \( ps^i(u^i(t)) \) denotes the location of robot \( i = 1 \ldots n \) at time step \( t = 1 \ldots T \) after traveling an arc length of \( u \) along the piecewise cubic spline curves.
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D. Speed and Acceleration (Dynamic) Constraint

Constraints (4.19) and (4.20) are dynamic constraints and ensure that the speed $s^i(t)$ (and hence, angular speed) and the acceleration $a^i(t)$ respectively are bounded above and below for each robot $i = 1 \ldots n$ at each time step $t = 1 \ldots T$. These constraints are determined by the capabilities of the robot. In general, solving an optimal path planning problem consists of finding a set of feasible pairs of linear and angular velocities that minimize a given cost function. Here, we assume that the maximum curvature of the path is within the achievable bounds of the angular velocity and radial acceleration of the robots, and so the angular speed corresponding to the optimal speed will always be achievable. Hence the overall solution will be feasible. In absence of such an assumption, by adding a constraint on the angular velocity and radial acceleration in the model, the feasible set of solutions for any given path with an associated curvature can be determined.

E. Collision Avoidance Constraint

The constraint (4.21) ensures that there is a sufficiently large distance $d_{safe}$ between each pair of robots $i, j = 1 \ldots n, i \neq j$ to avoid a collision. This is a non-convex constraint that an inherent part of any motion planning problem. As mentioned in Section 2.4.2, dealing with non-convexity is a challenging task, and the solution algorithms used in this thesis only guarantee local optimality for nonlinear non-convex problems.

F. Definition of $T_{max}$

As defined by constraint (4.23), $A^i(t)$ is a binary variable used to indicate whether the robot $i = 1 \ldots n$ has reached its destination or not. If $A^i(t) = 1$ for all $(i, t)$ with $d^i_{goal}(t) = 0$, the total amount of time it takes a robot $i$ to reach
its destination can be calculated using (4.27)

\[ \sum_{t=0}^{T} (1 - A_i^i(t)) \]

(4.27)

\( T_{\text{max}} \) as defined by constraint (4.24) is the maximum time taken by the last arriving robot to reach its destination.

G. Communication Connectivity Constraint

Constraints (4.25) and (4.26) state that vehicle \( i = 1 \ldots n \) should be in one-hop communication range of at least \( n_{\text{conn}} \) robot vehicles. This means that, for at least \( n_{\text{conn}} \) values of \( j = 1, \ldots, n, j \neq i \), the condition \( P(SNR_{ij}(t) \leq \eta_c) \leq \eta_c \) should be satisfied. The remaining robot vehicles may or may not be in one-hop communication range of \( i \). In order to express this requirement, we introduce a binary variable \( C_{ij}(t) \) that indicates whether the two robots are in one-hop communication range of each other or not. \( C_{ij}(t) = 1 \) if for the robots \( i \) and \( j \) if they are in one-hop communication range of each other at time \( t \) i.e. \( P(SNR_{ij}(t) \leq \eta_{\text{snr}}) \leq \eta_c \) and \( C_{ij}(t) = 0 \) if \( P(SNR_{ij}(t) \leq \eta_{\text{snr}}) > \eta_c \)

4.3.2 Robust MINLP Reformulation

We take a closer look at the communication constraints of the primary formulation presented in Section 4.3.1. The outage probability for the transmitter receiver robot pair \( i,j \) is be given by (4.29) and (4.28).

\[ P_{0}^{ij} = P(P_r^i(d_{ij}) < \eta_c) = Q \left( \frac{P_r^i(d_{ij}) - \eta_c}{\nu} \right) \]

(4.28)

and

\[ 1 - P_{0}^{ij} = P(P_r^i(d_{ij}) > \eta_c) = Q \left( \frac{\eta_c - P_r^i(d_{ij})}{\nu} \right) \]

(4.29)
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where $Q(\cdot)$ is the $Q$-function represented by (4.30)

$$Q(z) = \frac{1}{\sqrt{2\pi}} \int_{z}^{\infty} e^{-\frac{x^2}{2}} dx$$

(4.30)

For a given outage probability threshold for the transmitter receiver robot pair $i-j$, $\eta_e$, the condition $\bar{P}_{0}^{ij} \leq \eta_e$ leads to (4.31).

Thus, the condition $\bar{P}_{0}^{ij} \leq \eta_e$ leads to the condition $d^{ij} \leq \eta_{rd}$, where $\eta_{rd}$ is given by right-hand side of the inequality (4.31). Then the communication constraints (4.25) and (4.26) in the primary formulation presented in Section 4.3.1 can be expressed by (4.32) and (4.33)
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\[
\sum_{j:j \neq i} C^{ij}(t) \geq n_{\text{conn}} \quad (4.32)
\]

\[
C^{ij}(t) = \begin{cases} 
1 & \text{if } d^{ij} \leq \eta_d \\
0 & \text{if } d^{ij} > \eta_d 
\end{cases} \quad (4.33)
\]

A. Communication constraint reformulation

The disjunctive one-hop communication constraints (4.32) and (4.33) are reformulated as Big-M constraints given by (4.34)-(4.36) [84]. For this reformulation, we introduce a constant \( M_1 \) and formulate constraint (4.35). In case \( d^{ij}(t) \leq \eta_d \), \( C^{ij}(t) \) can assume a value of either 0 or 1. But the constraint (4.36) forces at least \( n_{\text{conn}} \) of them to be set to 1. This means that only \( n_{\text{conn}} \) of the \( C^{ij} \) variables, and not necessarily all, are guaranteed to have the correct value \( C^{ij} = 1 \). It is easily seen that if \( C^{ij}(t) = 0 \), then the constraint will be trivially satisfied for a sufficiently large \( M_1 \).

\[
C^{ij}(t) \in \{0, 1\} \quad (4.34)
\]

\[
d^{ij}(t) \leq M_1(1 - C^{ij}(t)) + \eta_d \quad (4.35)
\]

\[
\sum_{j:j \neq i} C^{ij}(t) \geq n_{\text{conn}}, \quad C^{ij}(t) \in \{0, 1\} \quad (4.36)
\]

Note: In our implementation, we used an equivalent form of constraint (4.35) as (4.37).

\[
\frac{(d^{ij}(t))^2}{(M_1(1 - C^{ij}(t)) + \eta_d)} \leq (M_1(1 - C^{ij}(t)) + \eta_d) \quad (4.37)
\]
This form is chosen in order to avoid the nondifferentiability of a Euclidean distance calculation within the nonlinear solver. The nondifferentiability is not going to occur at the optimal solution due to the collision avoidance constraint keeping $d_{ij}$ sufficiently large, but during the initial iterations of the MILANO solver, it may cause numerical difficulties. The reformulation removes the potential of such an occurrence and provides numerical stability.

B. Reformulation of $T_{\text{max}}$ definition

The definition of $T_{\text{max}}$ in (4.23)-(4.24) is reformulated as (4.38)-(4.40).

\[ A^i(t) \in \{0, 1\} \quad (4.38) \]

\[ d_{i,\text{goal}}^i(t) - M_2(1 - A^i(t)) \leq 0 \quad (4.39) \]

\[ T_{\text{max}} \geq \left( \sum_{t=0}^{T} (1 - A^i(t)) \right), \forall i \in \{1 \ldots n\} \quad (4.40) \]

If $A^i(t) = 1$ for all $(i,t)$ with $d_{i,\text{goal}}^i(t) = 0$, the total amount of time it takes a robot $i$ to reach its destination can be calculated using (4.41).

\[ \sum_{t=0}^{T} (1 - A^i(t)) \quad (4.41) \]

When $d_{i,\text{goal}}^i(t) = 0$, $A^i(t)$ is free to be either 0 or 1. However, constraint (4.40) specifies $T_{\text{max}}$ as an upper bound for the sum (4.41), and equation (4.13) minimizes $T_{\text{max}}$. Therefore at the optimal solution, $A^i(t) = 1$ when robot $i$ is at its destination at time $t$ and that (4.40) will hold with equality.

When $A^i(t) = 1$ in constraint (4.39), $d_{i,\text{goal}}^i(t) \leq 0$, which along with fact that
distance to goal is always non-negative \( (d^i_{\text{goal}}(t) \geq 0) \) leads to the condition \( d^i_{\text{goal}}(t) = 0 \). If \( A^i(t) = 0 \), then \( d^i_{\text{goal}}(t) \leq 0 \), a condition that will be trivially satisfied for a value of \( M_2 \) that is sufficiently bigger than the path-lengths of the robots.

The reformulated robust MINLP formulation \( O_{cen} \) is given by (4.42)-(4.57).
minimize \[ \sigma_a T_{max} + \sigma_b \sum_{i,t} d_{goal}^i(t) \] (4.42)

\[ \forall i, j \in \{1 \ldots n\}, j \neq i, \forall t \in \{1 \ldots T\} \] subject to

\[ (x^i(0), y^i(0)) = o^i \] (4.43)

\[ (x^i(T), y^i(T)) = e^i \] (4.44)

\[ u^i(0) = 0 \] (4.45)

\[ u^i(t) = u^i(t - 1) + s^i(t) \Delta t \] (4.46)

\[ (x^i(t), y^i(t)) = ps^i(u^i(t)) \] (4.47)

\[ s_{min} \leq s^i(t) \leq s_{max} \] (4.48)

\[ a_{min} \leq a^i(t) \leq a_{max} \] (4.49)

\[ d_{ij}^t(t) \geq d_{safe} \] (4.50)

\[ d_{goal}^i(t) = U^i - u^i(t) \] (4.51)

\[ d_{goal}^i(t) - M_2(1 - A^i(t)) \leq 0 \] (4.52)

\[ T_{max} \geq \left( \sum_{t=0}^{T} (1 - A^i(t)) \right), \forall i \in \{1 \ldots n\} \] (4.53)

\[ A^i(t) \in \{0, 1\} \] (4.54)

\[ d_{ij}^t(t) \leq M_1(1 - C_{ij}^t(t)) + \eta_d \] (4.55)

\[ \sum_{j:j \neq i} C_{ij}^t(t) \geq n_{conn} \] (4.56)

\[ C_{ij}^t(t) \in \{0, 1\} \] (4.57)
4.3.3 Connectivity Partition Elimination Constraint

The one-hop communication connectivity constraints will not necessarily prevent partition of the network to non-communicating subgroups. A constraint of the form

$$\sum_{i \in I, j \notin I} C^{ij}(t) \geq 1 \quad (4.58)$$

for each subgroup $I$ of size $n_{\text{conn}} + 1, \cdots, n - 1$ at each time period would ensure that there exists at least one connection between each subgroup thereby resulting in connectivity throughout the network. We will refer to (4.58) as the “partition elimination” (P.E.) constraints.

The number of partition elimination constraints $n_{\text{part}}$ to be added to the problem expressed by (4.42)-(4.57) for all possible partitions is given by

$$n_{\text{part}} = \begin{cases} \lfloor n/2 \rfloor \binom{n}{i} & n \text{ is odd} \\ \lfloor n/2 \rfloor \sum_{i=k+1}^{n/2} \binom{n}{i} - \frac{1}{2} \binom{n}{\lfloor n/2 \rfloor} & n \text{ is even} \end{cases} \quad (4.59)$$

Adding partition elimination constraints for all possible partitions for each time period to the problem expressed by (4.42)-(4.57) would increase its size exponentially. Instead, we apply Algorithm 1 (also referred to as the P.E. algorithm), which solves the problem without these constraints first and then detects any partitions in the solution. The P.E. algorithm is a form of breadth first search algorithm that searches the entire communication connectivity graph to detect partitions. For each partition detected, we add one constraint of the form (4.58) to (4.42)-(4.57). The updated problem is re-solved and the process is continued until no more partitions are detected. In our numerical simulations, we found that this greatly reduces the size of
the problem. By using the partition elimination algorithm at each iteration, we solve a relaxation of the actual problem.

**Algorithm 1** Partition Elimination (P.E.)

**Require:** $n$ robots with fixed paths

**Ensure:** Eliminate partitions

```
repeat
    Solve the model.
    Let Done = FALSE
    for $t \in \{1, \ldots, T\}$ do
        Let $I = \{1\}.$
        for $i \in I, j \notin I$ do
            if $C^{ij}(t) > 0$ then
                $I = I \cup \{j\}$
            end if
        end for
        if $I = \{1, \ldots, n\}$ then
            Done = TRUE
        else
            add the constraint $\sum_{i \in I, j \notin I} C^{ij}(t) \geq 1$ to the model
        end if
    end for
until Done = FALSE
```

4.3.4 NLP Reformulation

The robust MINLP reformulation (4.42)-(4.57) that included the P.E. constraints (4.58) was reformulated to remove the integer variables. The resulting reformulation is a NLP that was implemented in AMPL and solved using LOQO. This NLP model and associate numerical results have been described in Appendix A.
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Figure 4.3: The radius of the dotted circle here represents $d_{safe}$. The two robots are at their starting points. It is clear that with this $d_{safe}$ value, the problem is infeasible.

4.4 Feasibility Considerations

We identify and formalize several conditions that will result in feasibility of $O_{cen}$ as defined by (4.42)-(4.57). We start by formalizing the notion of feasible configurations and noting the Lemma 4.4.3 which states that the communication constraints are the only source of infeasibility for $O_{cen}$.

**Lemma 4.4.1.** The collision avoidance distance $d_{safe}$ should satisfy the following property to not cause infeasibility in $O_{cen}$.

$$d_{safe} \ll \min(\max d^{ij}(t)) \forall i, j = 1, 2, \ldots, n, \forall t = 1, 2, \ldots, T, j \neq i \quad (4.60)$$

**Proof.** If condition (4.60) is not satisfied, then there can be a case as shown in Figure 4.3. It is trivial to see that (4.60) is required as it enforces a conservative limit on the value of $d_{safe}$ such that, at all times, it is sufficiently less than the maximum separation between any two robots.  

□
Definition 4.4.2. (Feasible configuration) Define a feasible configuration $F(t)$ at discrete time-step $t$ as the set of locations $(x^i(t), y^i(t))$ along the path $p^i$ for each robot $i$ such that no robots collide with each other. i.e.

$$F(t) = \{(x^i(t), y^i(t)), \forall i, j \in 1, \ldots, n, \forall t \in 1, \ldots, T, j \neq i \mid d^{ij} \geq d_{\text{safe}}\} \quad (4.61)$$

$d_{\text{safe}}$ satisfies (4.60).

Lemma 4.4.3. Given a set of $n$ robots with fixed paths whose start (origin) and end (destination) points are feasible configurations, in absence of the communication constraints, the mathematical program $O_{\text{cen}}$ will always be feasible if the condition (4.60) is satisfied.

Proof. The communication connectivity constraints restrict the robots to move such that they remain in communication range of each other. In absence of such constraints, a trivial feasible solution for $O_{\text{cen}}$ is always available wherein the robots move one after the other such that only one robot moves at a time and the other robots wait till the robot in transit reaches its destination.

Next we introduce definitions that will aid us in developing notions of feasibility with the communication constraints present in $O_{\text{cen}}$.

Definition 4.4.4. (Infeasible Paths) The set of paths $P$ is defined as infeasible paths if for some path $p^i \in P$ of robot $i$, there exists a closed interval of arc-lengths $[u^i_{\text{infe\_start}}, u^i_{\text{infe\_end}}]$ such that $\forall u^i_{\text{infe}} \in [u^i_{\text{infe\_start}}, u^i_{\text{infe\_end}}]$ condition (4.62) is satisfied.

$$\sqrt{(x^i(u^i_{\text{infe}}) - x^j(u^j))^2 + (y^i(u^i_{\text{infe}}) - y^j(u^j))^2} > \eta_d \quad (4.62)$$

$\forall u^j \in [0, U^j], \forall j \in Y$. The set $Y \subset \{1, 2, \ldots, n\}$ with cardinality $|Y| > n - n_{\text{conn}} - 1$. 
An example of Infeasible Paths is described in Figure 4.4. This set is an example of a case where the communication constraints are not satisfied due to path limitations. This condition is sufficient for $O_{cen}$ to be infeasible. The following definition characterizes another condition that can cause infeasibility.

**Definition 4.4.5. (Infeasible Set)** The set of paths $P$ is defined as infeasible set if for some closed interval of arc-lengths $[u_{dinf_{start}}^i, u_{dinf_{end}}^i]$ along the path $p^i \in P$ for robot $i$, there exists some closed interval of arc-lengths $[u_{dinf_{start}}^j, u_{dinf_{end}}^j]$ along the path $p^j \in P$ for some robot $j \in \mathbb{Y}$, where the set $\mathbb{Y} \subset \{1, 2, \ldots, n\}$ with cardinality $|\mathbb{Y}| > n - n_{conn} - 1$ such that the robot $j$ has to move at infinite speed to satisfy the condition (4.63).
\[ \sqrt{(x^i(u_{\text{infe}}^i(t)) - x^j(u_{\text{infe}}^j(t)))^2 + (y^i(u_{\text{infe}}^i(t)) - y^j(u_{\text{infe}}^j(t)))^2} \leq \eta_d \] (4.63)

An infeasible set is shown in the Figure 4.5. The top figure shows the initial feasible configuration of five (5) robots with \( n_{\text{conn}} = 2 \). The two dotted circles indicate the communication range of the red and yellow robots, respectively. In this configuration, all robots are in communication with 2 other robots. It is also apparent that these paths are not Infeasible Paths as per Definition 4.4.4. However, as shown in the bottom figure, at some point during the transit of the red robot, the blue robot moves outside its communication range violating the communication connectivity constraint of \( n_{\text{conn}} = 2 \) at all time steps. Unless, the blue robot has infinite acceleration so that it can traverse the segment of its path that lies outside the communication range of the red robot instantaneously, the problem is infeasible. This is an example of a scenario where the communication constraints are not satisfied due to dynamic bounds.
Figure 4.5: The paths shown here form an *Infeasible Set*. The dotted circles indicate the communication range of each robot.
5. Decentralized Multi-Vehicle Path Coordination under Communication Connectivity Constraints

The high computational requirements of the centralized formulation motivate the study of a decentralized alternative. In addition, in many scenarios, new information about the environment becomes available to the robots as they progress, thereby requiring changes in the coordination scheme. In such cases, a decentralized receding horizon planning strategy is particularly attractive as it allows the robots to quickly resolve and communicate their plan with other robots in the group. Also, since we do not know the actual value of the scenario completion time beforehand, using a receding horizon allows to keep the problem size (number of variables) limited.

In this chapter, we present a sequential, decentralized framework to solve the multi-vehicle path coordination problem under communication constraints. Each vehicle robot solves only its own coordination problem, formulated as a Receding Horizon Mixed Integer Nonlinear Programming problem (RH-MINLP) problem subject to constraints on kinematics, dynamics, collision avoidance, and communication connectivity. The sequential nature of the formulation forces each robot to solve its own problem in a predetermined order and exchange trajectory information with other robots. In this way, each robot can take into account the latest trajectory of other robots while planning its own trajectory.

The fixed paths of the robots are represented by piecewise cubic spline curves. The feasibility criteria for trajectories require that the robots’ kinematic and dynamic constraints be satisfied, along with the imperatives of avoiding collisions and obeying the communication connectivity constraints. The receding horizon formulation is implemented in MATLAB, which is interfaced with the MINLP solver MILANO [8]. MILANO is a MATLAB-based solver for mixed-integer linear and nonlinear programming
problems. It uses a branch-and-bound method for handling integer variables, and an interior-point method for solving the nonlinear relaxations. Source code for MILANO has been made available online [125].

The following assumptions are made:

- Fixed path coordination and motion planning is fully decentralized.
- While robots are required to maintain a certain level of communication connectivity with their immediate neighbors, there is a central communication station that allows robots to communicate trajectory data to all the robots in the group and keep individual clocks synchronized.
- Similar to the centralized formulations, we assume that for each vehicle, there exists a perfect lower level control to achieve the planned position and heading angle without any time delay.
- There is no slipping in the motion of the robots.

5.1 Model Elements

5.1.1 Receding Horizon

Similar to the centralized formulations, the parameter $t$ represents discrete steps in time. $T_{hor}$ is the receding horizon time. At each time step $t$, each robot must calculate its plan for the next $T_{hor}$ time steps, and communicate this plan with other robots in the network. While the robots compute their trajectory points and corresponding input commands for the next $T_{hor}$ time steps, only the first of these solutions is implemented, and the process is repeated at each time step. $T_{max}$ is the time taken by the last arriving robot to reach its end point. At $t = T_{max}$ the scenario is completed. If a robot reaches the goal point before $T_{max}$, it continues to stay there until the mission is over. However, if required, it can still communicate with other robots.
Each robot plans its own trajectory at each discrete time step, by taking into account the plans of all other robots. For a given time step $t$, each robot determines its speed for the next $T_{hor}$ time steps starting time $t$ i.e. $s^i(t), \ldots, s^i(t + T_{hor})$ and implements the first speed $s^i(t)$ out of all these speeds. In this way the plan starting at time step $t + 1$ must be computed during time step $t$. Thus during each time step $t$, each robot communicates the following information about its plan $P^i(t)$ to other robots: $P^i(t) = [p^i(t + 1) \ldots p^i(t + T_{hor})]$, where $p^i(t) = (x^i(t), y^i(t))$ is the location of the robot $i$ on its path at time $t$ calculated based on the optimal speed $s^i(t)$.

### 5.1.2 Decision Ordering

The robots are assigned a pre-determined randomized decision order. The decentralized algorithm presented here sequentially cycles through each robot thereby allowing each robot to solve its planning problem in the order $ord(i), i \in \{1, 2, \ldots, n\}$. While the general structure of this problem is similar to the centralized problem, in the following sections, we discuss the decision variables and constraints for the sake of clarity.

### 5.2 Decentralized Formulation

Each robot $i$ solves the optimization problem $O^i(t)$ indicated by (5.1)-(5.13) in the order $ord(i)$ that it has been assigned.
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\[
\begin{align*}
\text{minimize} & \quad t^{t + T_{hor}} \sum_{k=t}^t d^i_{goal}(k) \\
\text{subject to} & \quad \forall j \in \{1, 2, \ldots, n\}, j \neq i \\
& \quad \forall k \in \{t, \ldots, t + T_{hor}\} \\
& \quad (x^i(0), y^i(0)) = o^i \\
& \quad u^i(0) = 0 \\
& \quad u^i(k) \leq U^i \\
& \quad u^i(k) = u^i(k - 1) + s^i(k) \Delta t \\
& \quad (x^i(k), y^i(k)) = p^i_s(u^i(k)) \\
& \quad s_{min} \leq s^i(k) \leq s_{max} \\
& \quad a_{min} \leq a^i(k) \leq a_{max} \\
& \quad d^i_{goal}(k) = U^i - u^i(k) \\
& \quad d^i_{ij}(k) \geq d_{safe} \\
& \quad d^i_{ij}(k) \leq M(1 - C^i_{ij}(k)) + \eta_d \\
& \quad \sum_{j:j \neq i} C^i_{ij}(k) \geq n_{conn} \\
& \quad C^i_{ij}(k) \in \{0, 1\}
\end{align*}
\]

5.2.1 Decision Variables

In (5.1)-(5.13), the main decision variables are the speeds, \( s^i(t), \ldots, s^i(t + T_{hor}) \), for robot \( i \) at time \( t \). The values of the remaining variables are dependent on the
speeds.

5.2.2 Objective Function

Equation (5.1) represents the objective function to be minimized. This formulation forces the robots to minimize the total distance between their current location and the goal position over the entire receding horizon. Constraint (5.9) defines the distance to goal $d_{goal}(k)$ for each robot $i = 1 \ldots n$ at time-step $k$, $\forall k \in \{t, \ldots, t+T_{hor}\}$ as the difference between its path length $U^i$ and the total arc length travelled $u^i(k)$. The choice of this objective function results in the robots not stalling and moving to their goal position as fast as possible (minimum time solution).

5.2.3 Path (Kinematic) Constraints

Constraints (5.2)-(5.6) define the path of each robot. The constraints (5.2), (5.3), and (5.4) form the boundary conditions. Constraint (5.2) indicates that each robot $i$ has to start at a designated start point $o^i$. Constraint (5.3) initializes the arc length travelled $u$ to zero value. Constraint (5.4) provides the upper bound on the arc length travelled. Constraint (5.5) increments the arc length at each time step based on the speed of the robot ($\Delta t = 1$). Constraint (5.6) ensures that the robots follow their respective paths as defined by the cubic splines. The function $ps^i(u^i(k))$ denotes the location of robot $i$ at time step $k$, $\forall k \in \{t, \ldots, t+T_{hor}\}$ after traveling an arc length of $u^i(k)$ along the piecewise cubic spline curves. It should be noted that the constraint (5.6) is a non-convex nonlinear equality constraint.

5.2.4 Speed and Acceleration (Dynamic) Constraint

Constraints (5.7)-(5.8) are dynamic constraints and ensure that the speed $s^i(k)$ (and hence, angular velocity) and the acceleration $a^i(k)$ for each robot $i = 1 \ldots n$
at each time-step \( k \), \( \forall k \in \{t, \ldots, t + T_{\text{hor}}\} \) are bounded from above (by \( s_{\text{max}} \) and \( a_{\text{max}} \) respectively) and below (by \( s_{\text{min}} \) and \( a_{\text{min}} \) respectively). These constraints are determined by the capabilities of the robot and the curvature of the paths represented by the spline curve. Here we assume that the curvature of the paths is within the achievable bounds of the angular speed and radial acceleration of the robots. Hence the angular speed required by the robots corresponding to the optimal speed is always achievable, and can be determined by (4.8).

5.2.5 Collision Avoidance Constraint

The non-convex constraint (5.10) ensures that there is a sufficiently large distance \( d_{\text{safe}} \) between each pair of robots to avoid a collision at all times.

5.2.6 Communication Connectivity Constraint

Constraints (5.12) and (5.13) state that vehicle \( i \) should be in one-hop communication range of at least \( n_{\text{conn}} \) vehicles. This means that, for at least \( n_{\text{conn}} \) values of \( j = 1, \ldots, n, j \neq i \), the condition \( d^{ij} \leq \eta_d \) should be satisfied. The remaining vehicles may or may not be in one-hop communication range of \( i \). In order to express this requirement, we introduce a constant \( M \) and formulate constraint (5.11), which states that if \( C^{ij}(k) = 1 \) then vehicles \( i \) and \( j \) are within one-hop communication range. If \( C^{ij}(k) = 0 \), then the constraint will be trivially satisfied for a sufficiently large \( M \). Constraint (5.11) is an example of a big-M constraint [84].

**Note:** In our implementation, we used an equivalent form of constraint (16) as

\[
\frac{(d^{ij}(k))^2}{(M(1 - C^{ij}(k)) + \eta_d)} \leq (M(1 - C^{ij}(k)) + \eta_d),
\]

in order to avoid the nondifferentiability of a Euclidean distance calculation within the nonlinear solver. The nondifferentiability is not going to occur at the optimal solution due to the collision avoidance constraint keeping \( d^{ij} \) sufficiently large, but during the initial iterations of the MILANO
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solver, it may cause numerical difficulties. The reformulation removes the potential of such an occurrence and provides numerical stability.

5.3 Algorithm

All robots are initially assumed to be in communication range of each other. The general outline of the algorithm is as follows:

For any time step $t$, let each robot $i$ implement the following algorithm:

Start: Start at time $t$

• **Step 0** - An order is enforced in terms of which robot plans its trajectories first. The ordering can be randomly assigned or can be assigned a priori.

• **Step 1** - Based on its decision order $ord(i)$, each robot $i$ solves the problem $O^i(t + 1)$ at time $t$ by taking into account the following plans:

  1.1 Plans $P^j(t + 1)$ for robots $j$, $\forall j \in \{1, 2, \ldots, n\}, j \neq i$ whose $ord(j) < ord(i)$ - these robots have already calculated their new plans, and

  1.2 Plans $P^\zeta(t)$ for robots $\zeta$, $\forall \zeta \in \{1, 2, \ldots, n\}, \zeta \neq i$ whose $ord(i) < ord(\zeta)$ - these robots are yet to calculate their new plans.

• **Step 2** -

  2.1 If a feasible solution is found, the new plan is $P^i(t + 1)$.

  2.2 If $O^i(t + 1)$ is infeasible then use the previously available plan $P^i(t)$ for the next $T_{hor} - 1$ time steps i.e. the new plan

\[
P^i(t + 1) = P^i(t) \setminus p^i(t) \tag{5.14}
\]

where $p^i(t) = (x^i(t), y^i(t))$
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- **Step 3** - Broadcast this plan to the other robots.

**End**: End by $t + 1$, and repeat

5.3.1 **Remarks about the algorithm**

In our numerical testing, we found that the decision order $ord(i)$ of the robots $i = 1, \ldots, n$ can qualitatively affect the solution of each robot depending on the geometry of the paths.

1. Due to the inherent decentralized decision making, certain robots’ decisions may render the coordination problem difficult to solve for other robots. In some cases, reassigning a different decision order $ord(i)$ of the robots $i = 1, \ldots, n$ helped improve overall solutions.

2. Also in some cases, certain robots’ decisions can render the coordination problem infeasible for other robots regardless of the decision ordering used. In such cases, the robots may use their plans from the previous time steps as indicated by Step 2.2 of the algorithm above.
6. Numerical Results

We performed extensive numerical simulations to primarily understand the effect of the communication constraints on the velocity profile design. Additionally, we investigate the scalability (in the number of robots) of the proposed models.

In this chapter we provide the results of the numerical testing for the MINLP models. We tested scenarios involving up to ten (10) robots to demonstrate (i) the effect of communication connectivity requirements on robot velocity profiles; and (ii) the dependence of the scenario completion time on communication connectivity requirements.

6.1 Simulation Setup

1. The MINLP models were implemented in MATLAB using the symbolic toolbox. The solver MILANO was used to perform numerical optimization. The MATLAB-MILANO combination was implemented on Mac OS X version 10.6.8 running on a 2.4 Ghz Intel Core 2 Duo processor with 4GB of main memory.

2. The NLP model was implemented in the modeling environment AMPL and the solver LOQO was used. The AMPL-LOQO combination was implemented on a PC running RedHat Linux 2.4.20-8 with 512MB of main memory and a 2.4GHz clock speed. We used LOQO Version 6.07 compiled with the AMPL solver interface Version 20021031.

3. Paths for each of the robots were generated randomly in MATLAB, using 6 waypoints for each robot. The function spline() was used to generate piecewise cubic splines passing through the waypoints, parametrized by arc length u. Finally the individual splines were combined to generate the spline curve. The
spline curve paths of the robots were plotting with different colors indicating different robots.

4. The origin and destination points of each robot are indicated by a dot marking. The triangular markings on the curves indicate the positions of the robot at each step in time while traveling at optimal speeds along the path.

5. In all plots, the triangular markings on different paths do not overlap with each other completely at any point in time. This observation indicates that the robots indeed do not collide with each other at any point in time (satisfying the collision avoidance constraint at all times).

### 6.2 Model Implementation Information

For the MATLAB-MILANO setup, the decision variable for the centralized MINLP formulation (4.42)-(4.57) has $Tn^2 + 4Tn + 1$ elements ($n$ robots, $T$ discrete time steps). The number of constraints for this problem is given by $4Tn^2 + 12Tn + n$. The number of decision variables and constraints grow polynomially in $n$.

On the other hand, for the decentralized formulation (5.1)-(5.13), for each robot $i = 1 \ldots n$ there are $t_{\text{hor}}(n + 3)$ decision variables as shown here. The number of decision variables and constraints for these formulations are given in Table 6.1.

Table 6.1: Problem size comparison for centralized and decentralized MINLP formulations for $n$ robots and $t_{\text{hor}}$ time steps

<table>
<thead>
<tr>
<th></th>
<th>No. of decision variables</th>
<th>No. of binary variables</th>
<th>No. of constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralized</td>
<td>$t_{\text{hor}}n^2 + 4t_{\text{hor}}n + 1$</td>
<td>$n^2t_{\text{hor}}$</td>
<td>$4t_{\text{hor}}n^2 + 12t_{\text{hor}}n + n$</td>
</tr>
<tr>
<td>Centralized (no $T_{\text{max}}$)</td>
<td>$t_{\text{hor}}n^2 + 3t_{\text{hor}}n$</td>
<td>$(n^2 - n)t_{\text{hor}}$</td>
<td>$4t_{\text{hor}}n^2 + 9t_{\text{hor}}n$</td>
</tr>
<tr>
<td>Decentralized</td>
<td>$t_{\text{hor}}n + 3t_{\text{hor}}$</td>
<td>$(n - 1)t_{\text{hor}}$</td>
<td>$4t_{\text{hor}}n + 9t_{\text{hor}}$</td>
</tr>
</tbody>
</table>
constraints for each robot \( i = 1 \ldots n \) for the decentralized scenario is \( 4t_{hor}n + 9t_{hor} \).

As can be seen, the number of decision variables and constraints for each robot \( i \) grows linearly in the number of robots \( n \).

Table 6.1 lists the number for decision variables for a \( n \) robot scenario for \( t_{hor} \) time steps for both centralized and decentralized cases.

The decision variable for the centralized formulation is given by
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\[
\begin{bmatrix}
  x^{i=1\ldots n(1)} \\
  : \\
  x^{i=1\ldots n(T)} \\
  y^{i=1\ldots n(1)} \\
  : \\
  y^{i=1\ldots n(T)} \\
  u^{i=1\ldots n(1)} \\
  : \\
  u^{i=1\ldots n(T)} \\
  A^{i=1\ldots n(1)} \\
  : \\
  A^{i=1\ldots n(T)} \\
  C_{ij;i\neq j}^{i=1\ldots n(1)} \\
  : \\
  C_{ij;i\neq j}^{i=1\ldots n(T)} \\
  C_{ii}^{i=1\ldots n(1)} \\
  : \\
  C_{ii}^{i=1\ldots n(T)} \\
  C_{i(i-1)}^{n=1\ldots n(1)} \\
  : \\
  C_{i(i-1)}^{n=1\ldots n(T)} \\
  T_{\text{max}} \\
\end{bmatrix} = \begin{bmatrix}
  [n \times T] \\
  [n \times T] \\
  [n \times T] \\
  [n \times T] \\
  [n \times T] \\
  [(n - 1) \times n \times T] \\
  [n \times T] \\
  [n \times T] \\
  [n \times (n+4) \times T + 1]
\end{bmatrix}
\]
The decision variable for the decentralized formulation is given as

\[
\begin{bmatrix}
    x^i(t) \\
    \vdots \\
    x^i(t + t_{hor}) \\
    y^i(t) \\
    \vdots \\
    y^i(t + t_{hor}) \\
    u^i(t) \\
    \vdots \\
    u^i(t + t_{hor}) \\
    s^i(t) \\
    \vdots \\
    s^i(t + t_{hor}) \\
    C^{ij}(t) \\
    \vdots \\
    C^{ij}(t + t_{hor}) \\
    \vdots \\
    C^{ij(n-1)}(t) \\
    \vdots \\
    C^{ij(n-1)}(t + t_{hor})
\end{bmatrix}
= \begin{bmatrix}
    C^{ii}(t) \\
    \vdots \\
    C^{ii}(t + t_{hor}) \\
    \vdots \\
    C^{ii(n-1)}(t) \\
    \vdots \\
    C^{ii(n-1)}(t + t_{hor})
\end{bmatrix}
\times \begin{bmatrix}
    [n \times (t_{hor})] \\
    [(n+3) \times (t_{hor})]
\end{bmatrix}
\]
Table 6.2: Centralized MINLP model parameter values used for simulations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{safe}$</td>
<td>0.02 m</td>
</tr>
<tr>
<td>$a_{min}$</td>
<td>-1 m/s²</td>
</tr>
<tr>
<td>$s_{min}$</td>
<td>0</td>
</tr>
<tr>
<td>$s_{max}$</td>
<td>2 m/s</td>
</tr>
<tr>
<td>$M_1, M_2$</td>
<td>10</td>
</tr>
</tbody>
</table>

6.3 Scenarios Tested

We tested our model for scenarios that included up to ten (10) mobile robots and a number of communications constraints. The parameters used in our simulations are listed in Table 6.2. For all the simulations the value of $\Delta t = 1$.

6.3.1 Centralized vs. Decentralized Formulations

In this section, we compare the solution computation times for a 2 robot scenario in both centralized (MINLP) and decentralized (MINLP) settings. We test the scenarios for $n_{conn} = 0$ and $n_{conn} = 1$.

- **Centralized Scenario:** For a scenario where $\eta_d = 2.5$ m, Figure 6.1 shows the trajectories and velocity profiles of the 2 robots for $n_{conn} = 0$ (no communication connectivity requirement) and $n_{conn} = 1$. No changes are observed in the trajectories and velocity profiles of both robots as $n_{conn}$ goes from 0 to 1. $T_{max}$ remains 7 for both $n_{conn} = 0$ and $n_{conn} = 1$.

- **Decentralized Scenario:** For a scenario where $\eta_d = 2.5$ m, Figure 6.2 shows the trajectories of the 2 robots for $n_{conn} = 0$ (no communication connectivity requirement) and $n_{conn} = 1$. It is observed, that the trajectories of both robots change as $n_{conn}$ goes from 0 to 1. Figure 6.3 shows the velocity profiles of both
Figure 6.1: Top figure indicates the trajectories of both robots for \( n_{\text{conn}} = 0 \) and \( n_{\text{conn}} = 1 \). Bottom figure indicates the velocity profiles of both robots.
robots for these two scenarios. $T_{max}$ increases from 7 to 10 as $n_{conn}$ goes from 0 to 1.

As can be seen for $n_{conn} = 1$, $T_{max}$ increases from 7 for centralized planning scenario to 10 for the decentralized planning scenario. Such trade-offs are not uncommon while switching from centralized to decentralized planning.
Figure 6.2: The figures in the left column indicate robot trajectories for $n_{\text{conn}} = 0$ - both robots reach their destination by $T_{\text{max}} = 7$. The figures in the right column indicate robot trajectories for $n_{\text{conn}} = 1$. $T_{\text{max}} = 10$ for this case.
Figure 6.3: Velocity profiles of robots in a 2 robot scenario with varying communication constraints

Table 6.3: Decentralized MINLP model parameter values used for simulations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{safe}$</td>
<td>0.02 m</td>
</tr>
<tr>
<td>$a_{min}$</td>
<td>-1 m/s²</td>
</tr>
<tr>
<td>$s_{min}$</td>
<td>0</td>
</tr>
<tr>
<td>$a_{max}$</td>
<td>0.5 m/s²</td>
</tr>
<tr>
<td>$s_{max}$</td>
<td>2 m/s</td>
</tr>
<tr>
<td>$M$</td>
<td>10</td>
</tr>
</tbody>
</table>

6.4 Decentralized Scenarios Tested

For the decentralized formulation as well, we tested our model for scenarios that included up to ten (10) mobile robots and a number of communications constraints. The parameters used in our simulations are listed in Table. 6.3. For all the simulations the value of $\Delta t = 1$ and $T_{hor} = 5$. 
6.4.1 Decentralized Formulation: Effect of varying $n_{conn}$ on the velocity profiles

We vary $n_{conn}$ between 0 to $n - 1$ for $n = 6$ and 10 and demonstrate the effect on velocity profiles.

- 6 robots: For a scenario where $\eta_d = 3$ m, Figure 6.4 shows the trajectories of the 6 robots for $n_{conn} = 1$ and $n_{conn} = 3$. It is observed, that the trajectories of Robot 1 and Robot 2 change as $n_{conn}$ goes from 1 to 3. $T_{max}$ remains unchanged at 10 as $n_{conn}$ goes from 1 to 3.
Figure 6.4: A 6 robot scenario with varying communication constraints
• 10 robots: For a scenario where \( \eta_d = 4 \) m, Figure 6.5 shows the trajectories of the 10 robots for \( n_{\text{conn}} = 0 \) (no communication connectivity requirement) and \( n_{\text{conn}} = 9 \). The most visible trajectory changes are observed in Robot 1 and Robot 2 trajectories. \( T_{\max} \) remains unchanged at 10 as \( n_{\text{conn}} \) goes from 0 to 9.
Figure 6.5: A 10 robot scenario with varying communication constraints
Table 6.4: Decentralized MINLP Formulation: $T_{\text{comp}}$ in seconds for various scenarios

<table>
<thead>
<tr>
<th>$n$</th>
<th>$n_{\text{conn}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_d = 2.5$</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>21.3</td>
</tr>
<tr>
<td>6</td>
<td>308.9</td>
</tr>
<tr>
<td>10</td>
<td>983</td>
</tr>
</tbody>
</table>

6.4.2 Decentralized Formulation: Effect of varying $n_{\text{conn}}$ on solution computational time:

For calculating the solution computation time $T_{\text{comp}}$, we measure the total time taken by all robots $i = 1 \ldots n$ to solve $O^i$ for all discrete time steps till the scenario is completed. All other MATLAB-MILANO processing times are ignored. The results are listed in Table 6.4. It is observed that for the scenarios where $n = 2$ and $n = 6$, $T_{\text{comp}}$ steadily increases with an increase in $n_{\text{conn}}$. However, in the case when $n = 10$, $T_{\text{comp}}$ varies unpredictably. As, mentioned earlier in subsection 5.3.1, this is due to the fact that certain robots’ decisions may render the coordination problem difficult for other robots. In such cases, the value of $T_{\text{comp}}$ can increase drastically as observed in the case when $n = 10$ and $n_{\text{conn}} = 3$ ($T_{\text{comp}} = 2142.5$ seconds).

MILANO issues infeasibility certificates if a robot’s problem has no feasible solution. When such a situation is encountered, reassigning a different decision order $\text{ord}(i)$ of the robots $i = 1, \ldots, n$ can result in improved $T_{\text{comp}}$ values. In the case where $n = 10$ and $n_{\text{conn}} = 9$, a decision order different than the case where $n = 10$ and $n_{\text{conn}} = 3$ was used. It is observed that the resulting value of $T_{\text{comp}}$ improves considerably ($T_{\text{comp}} = 1093.5$ seconds).
7. Conclusions and Future Directions

In this chapter, we summarize the details of the technical developments documented in this thesis. We also attempt to codify the implications of this work on future research.

7.1 Summary of work

The work in this thesis commenced with the goal of using MP techniques to model and solve MVMP problems. It was our belief that MP techniques are general enough to capture most if not all constraints arising in MVMP problems. In the following sections, we summarize the conclusions that were drawn from our investigations.

7.1.1 Communication Constraint Modeling

In our communication constraint formulations, we attempted to capture the details of the fundamental physical phenomenon that facilitate successful wireless transmissions. Towards this end we used well-established deterministic and stochastic models that specified the received power as a function of the transmitted power, the Euclidean distance between the transmitter and receiver, and the random Shadowing effects experienced due to environmental factors. Using indicator variables and Big-M method, we were able to encapsulate the discrete on or off states of the wireless communication and enforce communication connectivity requirements. Furthermore, we developed *Partition Elimination Constraints* that ensure that when feasible, the communication network remained unpartitioned.

*In conclusion, we developed novel MP formulations that captured physical layer characteristics of wireless communication and enforced communication connectivity*
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7.1.2 Models for Multi-Vehicle Path Coordination under Communication Constraints

The variant of MVMP that we investigated using MP techniques was Multi-Vehicle Path Coordination. In this problem, we generated speed profiles for multiple path constrained mobile robotic vehicles to minimize transit times. The vehicles had bounds on their kinematics and dynamics, and were required to avoid collisions. Most importantly, these vehicles were required to satisfy communication connectivity requirements.

We modeled this scenario using both continuous and discrete variables to capture the fundamental physical principles involved in motion and wireless communication. Additional constraints on collision avoidance and communication connectivity were formulated and introduced in the problem. Mindful of the fact that the number of Partition Elimination Constraints increase exponentially in the number of robots, we devised the P.E. algorithm to only introduce these constraints when network partitions were detected. This approach greatly reduced the number of constraints included in the problem at hand resulting in a reduced computational effort. For the decentralized case, we presented a RH-MINLP formulation that was embedded in a sequential, decentralized decision making algorithm.

In conclusion, we developed novel MP models that capture the details of the problem of Multi-Vehicle Path Coordination under Communication Constraints.

7.1.3 Formalization of Feasibility Conditions

It is important to understand the conditions that can lead infeasibility or unboundedness in a MP problem. We attempted to understand conditions that would
lead to infeasibility in the problem of Multi-Vehicle Path Coordination under Communication Constraints. We established the fact that the communication constraints are the primary source of infeasibility in the problem. Without communication constraints, a solution always exists. We also identified and formalized two conditions where satisfying communication constraints would require violating kinematic and dynamic constraints respectively. For the sequential decentralized algorithm, the fact that the decision order can affect feasibility was verified by our simulations.

In conclusion, we identified communication connectivity constraints as the source of infeasibility in the problem of Multi-Vehicle Path Coordination under Communication Constraints and defined two conditions that lead to infeasibility in the problem.

7.1.4 Numerical Results

We generated numerical results for scenarios involving up to 50 robots using MATLAB, AMPL, LOQO, and MILANO. We tested the models with several communication connectivity constraints, and enlisted the problem size and solution computation times.

In conclusion, the communication constraints affected the speed profiles of the vehicles and in many cases the vehicles slowed down to accommodate more stringent communication connectivity requirements. In our numerical testing, AMPL performed symbolic computations much faster than MATLAB.

7.2 Future Directions

In this section, we list some of the promising and exciting future direction.

1. The communication models can be extended to capture more details of the wireless network state. Several details of the communication protocol and network topology, if modeled correctly and efficiently, can assist in effectively specifying
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high level Quality of Service (QoS) requirements. An obvious extension is to use graph theoretic results. Recent work by Derenick et. al [56] in this direction is promising.

2. Further investigation of feasibility conditions for MVMP problems is necessary. Specifically, finding conditions that will lead to provable feasibility of the problem of Multi-Vehicle Path Coordination under Communication Constraints under all possible scenarios will be immensely useful for the community. The conditions developed in this thesis along with safety proofs developed by Schouwenaars et al. in [13] may serve as useful guides towards this end.

3. Recent work by Mattingley and Boyd [116] and Wang and Boyd [117] among others is evidence of the fact that MP solution algorithms can be applied in real time systems. The ultimate test of the proposed framework will be when it is applied to real world systems. This will require a collaborative effort between researchers and engineers belonging to both the MP and MVMP communities.
Appendices
Appendix A. NLP reformulation

The robust MINLP formulation (4.42)-(4.58) was reformulated to eliminate integer variables. The resulting nonlinear programming formulation is given by (A.1) - (A.17).

A.1 Model Formulation

The following features of the (A.1) - (A.17) model are to be noted:

1. The kinematic constraints, dynamic constraints, and collision avoidance constraints do not involve any integer variables and hence remain unchanged.

2. An equivalent formulation of $T_{\text{max}}$ has been developed to eliminate the need of using integer variables.

3. The communication constraint has been reformulated to eliminate the use of integer variables.
minimize \quad \sum_{i,t} \sigma d^i_{goal}(t) \quad (A.1)

\forall i \in \{1, 2, \ldots n\}, \forall t \in \{1, 2, \ldots T\}, \forall j \in \{1, 2, \ldots n\}, j \neq i

subject to

\begin{align*}
(x^i(0), y^i(0)) &= o^i \quad (A.2) \\
(x^i(T), y^i(T)) &= e^i \quad (A.3) \\
u^i(0) &= 0 \quad (A.4) \\
u^i(t) &= u^i(t-1) + s^i(t)\Delta t \quad (A.5) \\
(x^i(t), y^i(t)) &= ps^i(u^i(t)) \quad (A.6) \\
s_{\text{min}} &\leq s^i(t) \leq s_{\text{max}} \quad (A.7) \\
a_{\text{min}} &\leq a^i(t) \leq a_{\text{max}} \quad (A.8) \\
d^{ij}(t) &\geq d_{\text{safe}} \quad (A.9) \\
d^i_{goal}(t) &= U^i - u^i(t) \quad (A.10) \\
0 &\leq A^i(t) \leq 1 \quad (A.11) \\
A^i(t)d^i_{goal}(t) &= 0 \quad (A.12) \\
\forall i, T_{\text{max}} &\geq \left( \sum_{t=0}^{T} (1 - A^i(t)) \right) \quad (A.13) \\
0 &\leq C^{ij}(t) \leq 1 \quad (A.14) \\
l^{ij}(t) &= \text{SNR}^{ij}(t) - \eta_{\text{snr}} \quad (A.15) \\
C^{ij}(t)l^{ij}(t) &\geq 0 \quad (A.16) \\
\sum_{j: j \neq i} C^{ij}(t) &\geq n_{\text{conn}} \quad (A.17)
\end{align*}
A.1.1 Definition of $T_{\text{max}}$

As defined by constraints (A.11) and (A.12), $A^i(t)$ measures the number of time periods for which the robot is not at the destination. The equilibrium constraint (A.12) and the bounds on $A^i(t)$ (A.11) ensure that when $d^i_{\text{goal}}(t) > 0$, the value of $A^i(t) = 0$. Therefore, if $A^i(t) = 1$ for all $(i, t)$ with $d^i_{\text{goal}}(t) = 0$, the total amount of time it takes a robot $i$ to reach its destination can be calculated using (A.18).

$$\sum_{t=0}^{T} (1 - A^i(t))$$  \hspace{1cm} (A.18)

The equilibrium constraint (A.12) cannot alone guarantee that this property will hold. However, constraint (A.13) specifies $T_{\text{max}}$ as an upper bound for this sum, and equation (A.1) minimizes $T_{\text{max}}$.

Therefore at the optimal solution, for the last robot(s) to reach its destination, $A^i(t) = 1$ when robot $i$ is at its destination at time $t$ and that (A.13) will hold with equality.

Note that the solution obtained by including the constraints (A.11) - (A.13) is equivalent to the one obtained by using the mixed-integer definition (4.23) - (4.24):

$$A^i(t) = \begin{cases} 0 & \text{if } d^i_{\text{goal}}(t) \neq 0 \\ 1 & \text{if } d^i_{\text{goal}}(t) = 0 \end{cases}$$

$$T_{\text{max}} = \max_{i=1,\ldots,n} \left( \sum_{t=0}^{T} (1 - A^i(t)) \right)$$

It is, however, more advantageous for efficiency of the solution algorithm to solve an NLP instead of a MINLP. With recent research in handling equilibrium constraints in NLPs, handling the resulting non-smoothness is not a complicating factor in the
solution process. For details on how the solver handles equilibrium constraints, see [126].

A.1.2 Communication Constraint

Constraints (A.14)-(A.17) define the requirement that each robot must be in communication with at least $n_{conn}$ other robots at all times. Constraint (A.15) defines an intermediate variable, $l^{ij}(t)$, that aids in defining the communications constraint. The sign of $l^{ij}(t)$ at any given point in time indicates whether the robots $i$ and $j$ are within one-hop communication range of one other: $l^{ij}(t) \geq 0$ indicates that the two robots are in communication range whereas $l^{ij}(t) < 0$ indicates that the two robots are not in one-hop communication range of each other.

Constraint (A.16) then ensures that if robots $i$ and $j$ are not in one-hop communication range of each other at time $t$, then the variable $C^{ij}(t)$ must necessarily equal 0. That is, if pairwise communication is lost, we have that $l^{ij}(t) < 0$ and since constraint (A.14) requires that the value of $C^{ij}(t) \geq 0$, the only way to satisfy constraint (A.16) is to have $C^{ij}(t) = 0$. If the two robots are in one-hop communication range of each other at time $t$, then $C^{ij}(t)$ can take on any value between 0 and 1, inclusive, as allowed by constraint (A.14).

Finally, constraint (A.17) ensures that for each robot $i$ at time $t$, at least $n_{conn}$ of the $C^{ij}(t)$, $j \in \{1, 2, \ldots, n\}, j \neq i$ must be greater than zero.

There are several issues to consider here:

- This formulation avoids the use of a binary variable to define the communications constraint. Each variable $C^{ij}(t)$ is continuous and bounded below by 0 and above by 1. Doing so greatly reduces the complexity of the problem.

- For any pair of robots that are in communication at time $t$, there may be an infinite number of optimal values for $C^{ij}(t)$. As an example, assume that in
the optimal solution, robot $i$ is within communication range of robots $j$ and $m$. Then, as long as $C_{ij}(t) + C_{im}(t) \geq 1$, the communication constraint will be satisfied. Optimal values for $(C_{ij}(t),C_{im}(t))$ include $(0,1), (1,1), (1,0),$ $(0.75,0.75)$, among others. This does not constitute a difficulty for the solver, since the set of optimal solutions is bounded by constraint (A.14). The values of the variables can be reset to binary values after the optimal solution is found simply by observing the sign of $l_{ij}(t)$.

- Any positive value between 0 and $n_{conn}$ is appropriate for the right-hand side of constraint (A.17) to ensure that each robot is in communication with at least one other robot at all times. However, the value of $n_{conn}$ is chosen to indicate the minimum number of robots with which to require communication. In fact, if this number is changed, for example communication with at least 3 other robots are required at all times, then the right-hand side can simply be changed to 3. Again, this will allow for fractional values of $C_{ij}(t)$, but given that each $C_{ij}(t) \leq 1$ by constraint (A.14), the constraint (A.17) with a right-hand side of 3 cannot be satisfied by establishing communication with less than 3 robots.

- The intermediate variables $l_{ij}(t)$ are provided here to simplify the exposition, but are not necessary to express the same requirements. In fact, constraints (A.15) and (A.16) can be replaced by a single set of constraints of the form (A.19)

$$C_{ij}(t)(\text{SNR}_{r}(t) - \eta_{snr}) \geq 0, j \neq i, j = 1, \ldots, n.$$  

(A.19)

A.1.3 Jammers

As a special case, we introduce jammer robots in the scenario that attempt to disrupt communication of the non-jamming robots. These jammers can be thought of as stationary or mobile obstacles with an effective jamming radius. Once a robot
(other than a jammer robot) is within the jamming radius, it loses communication with all other robots. Thus the robots must try to stay out of the jamming ranges at all times. We assume that the path and velocity profile of the jammers are known. In reality these will have to be estimated.

Let $M$ be the set of $n_{jam}$ communication jammers, where each jammer $m = 1, 2, \ldots, n_{jam}$ is a mobile robot represented by (4.1) – (4.3) with associated non-holonomic constraint (4.4) and has a fixed path with given start and end points. The effective jamming range of a jammer is $d_{jam}$. In this study, all the jammers have the same jamming radius.

### A.1.4 Communication Jamming Constraint

If robot $i$ is within jamming range $d_{jam}$ of one or more jammer robots, it loses all its capabilities to communicate with the other robots. Accordingly constraint (A.20) is added to (A.1)-(A.17) to ensure that each robot remains outside the jamming range of the jammer robots at all times.

$$d_{im}(t) \geq d_{jam} \quad (A.20)$$

### A.2 Simulation Setup

The optimization model (A.1) - (A.17) along with the P.E. constraints (4.58) was implemented in the modeling environment AMPL and the solver LOQO was used. The AMPL-LOQO combination was implemented on a PC running RedHat Linux 2.4.20-8 with 512MB of main memory and a 2.4GHz clock speed. We used LOQO Version 6.07 compiled with the AMPL solver interface Version 20021031.
Table A.1: NLP model parameter values used for simulations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{safe}$</td>
<td>0.01 m</td>
</tr>
<tr>
<td>$a_{min}$</td>
<td>-1 m/s²</td>
</tr>
<tr>
<td>$d_{jam}$</td>
<td>0.45 m</td>
</tr>
<tr>
<td>$a_{jam}$</td>
<td>0 m/s²</td>
</tr>
<tr>
<td>$s_{min}$</td>
<td>0</td>
</tr>
<tr>
<td>$s_{max}$</td>
<td>2 m/s</td>
</tr>
<tr>
<td>$a_{max}$</td>
<td>0.5 m/s²</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>1 s</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>100</td>
</tr>
<tr>
<td>$\eta_{snr}$</td>
<td>$4.5 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>2</td>
</tr>
</tbody>
</table>

A.2.1 NLP Numerical Simulations

For the NLP model, we tested scenarios involving up to fifty (50) robots to demonstrate (i) the trade off between the arrival time and the communication connectivity requirements in scenarios with and without communication jamming; (ii) the effect of communication connectivity requirements on robot velocity profiles; and (ii) the dependence of computation time on the number of robots.

The parameter values used for (A.1) - (A.17) model simulations are listed in Table A.1.
A. NLP: Effect of the one-hop communication constraint on the velocity profiles

We vary $n_{\text{conn}}$ between 0 to $n - 1$ for $n = 2, 6, \text{and} 10$ and report on the effects on the velocity profiles.

- 2 robots:

For a scenario where $P_{tr} = 2.5$, the top two plots in Figure A.1 show the trajectories of the 2 robots for $n_{\text{conn}} = 0$ (no communication connectivity requirement) and $n_{\text{conn}} = 1$. It is observed, that the trajectory of the Robot 1 changes as $n_{\text{conn}}$ goes from 0 to 1. The bottom plot in Figure A.1 shows the velocity profiles of both the robots for scenarios when $n_{\text{conn}} = 0$ and $n_{\text{conn}} = 1$. For both the cases, $T_{\text{max}} = 7$. 
Figure A.1: NLP: A 2 robot scenario with varying communication constraint. Effect of communication constraint on the velocity profiles in a 2 robot scenario.
• 6 robots:

Figure A.2 shows the trajectories of the 6 robots for scenarios when $n_{\text{conn}} = 1$ ($P_{tr} = 2.7$) and $n_{\text{conn}} = 5$ ($P_{tr} = 10.1$). The trajectory of the Robot 1 changes with a change in the value of $n_{\text{conn}}$. Figure A.3 shows the velocity profile of the Robot 1 for $n_{\text{conn}} = 1$ and $n_{\text{conn}} = 5$. For both the cases, $T_{\text{max}} = 9$. 
Figure A.2: NLP: A 6 robot scenario with varying communication constraint
Figure A.3: NLP: Effect of communication constraint on the velocity profiles in a 6 robot scenario

- 10 robots:

Figure A.4 shows the trajectories of the 10 robots for scenarios when $n_{conn} = 0$ and $n_{conn} = 9$ ($P_{tr} = 10.5$). The most visible changes in the trajectories that are observed correspond to the Robots 1 and 2. Figure A.5 shows the velocity profile of the Robots 1 and 2 for $n_{conn} = 0$ and $n_{conn} = 9$. For $n_{conn} = 9$, Robot 1 slows down at times steps 2, 3 and 4 as compared to the case when $n_{conn} = 0$ in order to maintain communication with the other robots, but speeds up during the latter part of its journey when its path is closer to the other robots. Similar behavior is observed in case of Robot 2. For both the cases, $T_{max} = 9$. 
Figure A.4: NLP: A 10 robot scenario with varying communication constraint
From the above results, the following points are observed:

- With an increase in the value of \( n_{\text{conn}} \), the velocity profile of the robot(s) changes in order to satisfy the communication constraint.

- Even when the communication constraint becomes more stringent, the value of \( T_{\text{max}} \) in these examples remained the same, i.e. the cost incurred does not change. Typically, the robots whose times of arrival at their respective destinations are less than \( T_{\text{max}} \) change their velocity profiles to comply with the new communication constraint, without affecting \( T_{\text{max}} \).
B. NLP: Effect of the penalty parameter $\sigma$ on the velocity profiles

We demonstrate the effect of the penalty parameter $\sigma$ in the objective function for a 2 robot scenario. Figure A.6 indicates the trajectories of the two robots for $n_{conn} = 1$ and $P_{tr} = 2.5$. Clearly for $\sigma = 100$, the robots are much more active as compared to the case where $\sigma = 0$. This results in them ending up closer to the destination at the penultimate time step before reaching the goal as indicated by the circles on both the plots. For both cases $T_{\text{max}} = 7$.

Without penalty, there are infinitely many optimal solutions, each of which satisfies the constraints and has all robots reach their destination within $T_{\text{max}}$. One such solution as depicted on the left side of Figure A.6. With the penalty, however, the robots must travel as close to the destination as possible at each time step, and in this example we show one optimal solution, which is indicated on the right hand side plot of Figure A.6.
Figure A.6: A 2 robot scenario with and without the penalty term $\sigma$ for $n_{conn} = 1$
C. NLP: Effect of partition elimination constraints on the velocity profile

We used the Partition Elimination (P.E.) algorithm that introduced partition elimination constraints in the NLP -1 C model when network partitions were detected.

- 4 robots:

Figure A.7 shows the trajectories of the robots in a four (4) robot scenario in presence (right side plot) and absence (left side plot) of the partition elimination constraints. In absence of the partition elimination constraints, it is observed that all robots travel at the maximum allowed speed at all times. In fact the robots form two subgroups based on the physical proximity of their paths and the one-hop communication constraint is always satisfied. Partitions are detected at time periods 2 and 3.

After applying the partition elimination algorithm to establish communication between the two subgroups of vehicles at time periods 2 and 3, the trajectory of robot 2 changes. Robot 2 slows down in order to maintain connectivity. In both cases, the mission ends at $T_{\text{max}} = 8$. 
Trajectories for four (4) robots for $n_{\text{conn}} = 1$ with no partition elimination constraints

Trajectories for four (4) robots for $n_{\text{conn}} = 1$ with partition elimination constraints

Figure A.7: NLP: A 4 robot scenario with and without the partition elimination constraints
• 10 robots:

Figure A.9 shows the trajectories of the robots in a ten (10) robot scenario in presence (right side plot) and absence (left side plot) of the partition elimination constraints. The velocity profiles of robots 2 and 3 change due to the partition elimination constraints, and are demonstrated in Figure A.10. The transmission power in this case is 1.3 mW and the transmission range is 1.69 meters. Before applying the partition elimination constraints, the value of $T_{\text{max}} = 5$. After the partition elimination constraints were added, the value increases to $T_{\text{max}} = 7$. 
Figure A.9: NLP: A 10 robot scenario with and without the partition elimination constraints
Figure A.10: NLP: Velocity profiles of Robot 2 and Robot 3 in a 10 robot scenario with and without the partition elimination constraints in absence and presence of jammers.
20 robots:

Figure A.11 shows the trajectories of the robots in a twenty (20) robot scenario in presence (right side plot) and absence (left side plot) of the partition elimination constraints. The velocity profile of Robot 1 changes due to the presence of the partition elimination constraints. Since the paths of the robots are very close to each other, the transmission power required for feasibility in this case is 0.2 mW which corresponds to a transmission range of 0.66 meters. Before applying the partition elimination constraints, the value of $T_{\text{max}} = 7$. After the partition elimination constraints were added, the value increases to $T_{\text{max}} = 8$. 
Figure A.11: NLP: A 20 robot scenario with and without the partition elimination constraints
• 50 robots:

Figure A.12 shows the trajectories of the robots in a fifty (50) robot scenario in presence (right side plot) and absence (left side plot) of the partition elimination constraints. It can be clearly observed that the robot velocity profiles change considerably in order to comply with the communication requirements. The transmission power in this case is 2.2 mW and the transmission range is 2.2 meters. The value of $T_{\text{max}}$ increases from 7 to 9 after the partition elimination constraints are added.
Figure A.12: NLP: A 50 robot scenario with and without the partition elimination constraints
The following observations are made

- The partition elimination constraints make a difference; they make the robots change their speeds in order to maintain connectivity.

- Typically, the “fast” robots whose times of arrival at their respective destinations are less than $T_{\text{max}}$ change their velocity profiles to comply with the new communication connectivity constraint.
D. NLP: Scalability and problem size reduction

• *Scalability with respect to the number of robots* $n$:

We demonstrate the effect of increasing the number of robots $n$ on the computational time. Table A.2 summarizes the results obtained in cases of 4, 10, 20, and 50 robots. The total computational time $T_{comp}$ is measured in seconds and is reported along with the values of $T_{max}$ for all cases with and without the PE algorithm. It is observed that $T_{comp}$ increases with the increase in the number of robots.

• *Problem size reduction*:

In our computational experience it is observed that with the use of the P.E. Algorithm in the simulated scenarios, the number of partition elimination constraints $p$ added to the problem are greatly reduced, (see Table A.2).

For the earlier problem with 4 vehicles, $n_{conn} = 1$, and $T = 10$, we would have had to add 60 partition elimination constraints if we included all such constraints in the problem since there would be $\binom{4}{2}$ possible partitioned subgroups of 2 robots per subgroup at each time period. In this example, by using P.E. algorithm only 2 of these constraints are added, one at time
step 2 and the other at time step 3.

E. NLP: Effect of presence of jammer robots on the velocity profile

For a ten robot scenario, Figure A.13 shows trajectories of the robots in absence and presence of a set of 4 jammers. We consider four jammer robots with (black colored) spline paths that move at a constant, predetermined speeds $s_{jam}$. The triangular markings show the position of the jammers at different time steps. The partition elimination algorithm is applied. When constraints of the form (A.20) are added to the model, the robots change their velocity profiles in order to remain outside the jamming distance of the jammer $d_{jam}$. The velocity profiles of Robots 2 and 3 are indicated in the Figure A.10. The velocity profiles of these robots are different when compared to the case with no jammer. The value of $T_{max}$ is 8 in both cases. In this case, $s_{jam} = 0.6$ m/s.
Figure A.13: NLP: A 10 vehicle scenario in absence and presence of 4 jammers traveling at constant speed. The speeds of the robots change in order to avoid being jammed.
Bibliography


[112] L. Pallottino, E. Feron, and A. Bicchi, “Conflict resolution problems for air traffic management systems solved with mixed integer programming,” *IEEE


